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The application of machine learning in predictive maintenance opens the way for significant cost
reduction and reducing down time in industrial and infrastructural processes. Hidden relations in
monitoring data can be utilized for fault prediction and optimization of maintenance strategies.
However, in reality it often occurs that datasets are partially corrupted by faulty data. Because
of the complexity that these datasets often have it is not trivial to distinguish incorrect data from
correct data. In this article a dataset that represents the functioning of water pumps is analysed and
a model is trained to predict functioning. A self-consistent outlier filtering approach is developed
to handle incorrect data while training the model. This approach is validated by showing that the
correlation between predictors and the water pump functioning parameter is significantly higher
after the incorrect data is identified and removed from the dataset. The developed self-consistent
outlier filtering approach can be applied in principle for any data driven modelling problem.
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I. INTRODUCTION

Data science and machine learning are establishing a
prominent role in our society. Applications range for in-
stance from diagnosis and treatment plans in the medi-
cal field', optimization in the logistics sector?, predicting
properties of new materials in materials science® and op-
timization of building energy systems*®, to name only a
few applications in a long list.

Also in infrastructure and the industrial and utilities
sector there are ample possible applications of data sci-
ence and machine learning. A good example is predictive
maintenance® . Maintenance is conventionally based on
statistics. However, more and more aspects of system op-
erations are monitored. This opens the way to condition-
based maintenance and predictive maintenance. This
means that no longer the maintenance service has to rely
on statistics which has a static character, but the main-
tenance strategy can be dynamic, based on the current
or expected maintenance required, thereby saving costs
and decreasing down time.

However, it is not at all a trivial task to assess based on
monitoring data whether an installation or a component
in an installation needs maintenance. This is due to the
complexity that these datasets often have, but also due
to inconsistencies in the data caused by mislabelling or
malfunctioning of sensors. In this article a dataset that
describes the functioning of water pumps is analysed and
a model is developed to predict whether a water pump is
functioning correctly, whether it needs repair, or whether
it is not functioning at all. It will be seen that not all
labelled data, through unknown cause, is consistent. The
difficulty is to recognize which data is faulty and which
data is correct. In this study the model itself will be
used for this in a self-consistent approach. The resulting
model can accurately predict the functioning of water

pumps. Thereby, the method gives a framework for the
ability to predict the functioning of water pumps with
new data accurately.

II. DATA-ANALYSIS AND MODEL

The dataset includes predictors like geographic loca-
tion, water quality, water quantity, management scheme,
construction year, water pump type, etc. and the pre-
dicted feature being a label which can be ‘functional’,
‘functional needing repair’, or ‘non-functional’. The

FIG. 1. Absolute correlation of the predictors with the func-
tioning parameter.
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dataset is considerably large with almost 60,000 samples
of which 39% is labelled as ‘functional’, 7% is labelled as



‘functional needing repair’ and 54% is labelled as ‘non-
functional’.

First the dataset is analysed by calculating the Pearson
correlation coefficient of all parameters, shown in Fig. 1.
It is found that none of the predictors has an absolute
correlation with the water pump functioning parameter
higher than 0.31, which means that there is no obvious
predictor. Also there are no obvious correlations between
the predictors. Therefore, no dimensionality reduction is
performed on the dataset and the full dataset is used to
develop a model to predict the functioning of the water
pumps. To this end the predictors « are standardized,
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where p; and o; are the mean and standard deviation of
predictor i, respectively, and the predicted feature y is
normalized,
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The data is separated into a training dataset (80%)
and a test dataset (20%). The training set is used to
train the predictive model and the test set is used to in-
dependently validate the generality of the model. The
model that is chosen for this specific classification prob-
lem is an artificial neural network that through super-
vised learning learns to classify the functioning of water
pumps. A schematic representation of a neural network
is given in Fig. 2. The activation function of the neurons
in the network is given by a logistic function. A classical
back-propagation algorithm'® is applied on data batch
sequences to update the weights between the neurons in
the network. A small amount of noise is dynamically
added to the training data to reduce the risk of over-
fitting.

FIG. 2. Schematic representation of a neural network.
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III. TRAINING A MODEL THROUGH A
SELF-CONSISTENT OUTLIER FILTERING
APPROACH

Because of the large number of variables that are in-
volved in predicting the functioning of water pumps, it

is extremely difficult to assess prior to training a neural
network whether a part of the data is erroneous. The
lack of clear correlation between predictors and target
introduces the hypothesis that a non-negligible part of
the dataset is faulty. Therefore we develop and apply a
self-consistent approach in which we train a neural net-
work first on the complete training dataset and assess its
generality on a test dataset. Once the accuracy starts

FIG. 3. Schematic representation the self-consistent approach
to outlier filtering.
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to converge, we use the output of the neural network to
filter out the obvious outliers. Then the neural network
is randomized again and retrained and assessed on the
new training en test dataset, respectively. In each fil-
tering episode it is checked whether in the last filtering
episode data is wrongly removed based on the more ad-
vanced learning of the neural network. In this way the
data and the neural network work together to clear the
dataset of erroneous data. This self-consistent approach
is schematically represented in Fig. 3.

In Fig. 4 the evolution of the accuracy @ is given,
defined as

Ncorr
)
Ntot

Q= 3)
where N is the number of correctly predicted samples
and Nyt is the total number of samples in the dataset.
The effect of data redefinition is mainly visible in the
beginning of the curves. As the process of removing er-
roneous data and reintroducing wrongly removed data
continues the effect becomes progressively smaller. The
accuracy of the model reaches 0.99 and 0.97 for the train-
ing set and the test set, respectively. In Fig. 5 the re-
moved partition and the reintroduced partition are shown
as function of data redefinition. This explains the slowing
convergence in Fig. 4. In the initial stages of the process
it is clear what data should be removed and what data
should be reintroduced. However, there develops an am-
biguity at low partition value, which indicates that a low



FIG. 4. Evolution of the accuracy in both the training set

and the test set.
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natural uncertainty of the model is approached, which
coincides with the relatively high accuracy on both the
training and test data set.

FIG. 5. Partition of the data being removed and being rein-
troduced through a self-consistent process.
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To assess the validity of the self-consistent approach
the absolute correlations of the predictors in the new
dataset and in the removed dataset are computed. Fig-
ure 6 shows the maximum absolute correlation for both
the new (useful) dataset and the removed data partition.
The absolute correlation in the set of predictors with
the water pump functioning parameter clearly increases
and converges towards 0.4, while the absolute correla-
tion for the removed data partition is considerably lower.
This substantiates the thought that erroneous data in the
dataset complicates the training of the model. The self-
consistent approach in which the model itself is used to

FIG. 6. Maximum absolute correlation as function of self-
consistent redefinition of the dataset showing both the de-
termined useful partition and the erroneous partition of the
data.
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identify erroneous data is clearly effective.

As a final test we tried to train a model specifically on
the removed data partition. However, the best trained
model on the removed data partition reached an accu-
racy of 0.68 for the training set, but only 0.45 for the
test set. Also, training of the model on the removed
data partition is prone to over-fitting, indicating a lack
of generality in the removed data. These results are in
agreement with the low correlation between predictors
and the water pump functioning parameter. Hence, it
is concluded that the self-consistent outlier filtering ap-
proach correctly identified and removed faulty data from
the dataset, which makes the model more reliable.

IV. CONCLUSION AND DISCUSSION

In this study a method is introduced to handle er-
roneous data in large and complex datasets. FErro-
neous data complicates the training of predictive mod-
els and therefore it is desired to identify and remove
these faulty data partitions. Due to the intricate nature
of large datasets it is often not trivial to remove faulty
data. Therefore, a method is developed that uses a self-
consistent approach that filters outliers using a model
that is simultaneously trained. Data that is found that
is wrongly removed based on the continuously updat-
ing model is reintroduced. This sequence of checking
for large prediction errors and checking for wrongly re-
moval makes that both the model and the dataset evolve
towards their optimum. The optimum for the model is
such that it minimizes prediction error. The optimum
for the model is such that it maximizes the correlation
between predictors and predicted feature.

The method is applied to develop a model to predict,
based on a large number of variables, whether a water
pump is functional, whether it is functional but needing



of repair, or whether it is non-functional. Data analy-
sis showed relatively low correlation between predictors
and the water pump functioning feature. Through the
self-consistent outlier filtering approach a partition of the
dataset is found to be erroneous, for which it is shown
that the correlation between predictors and the water
pump functioning feature is significantly lower than in

the final dataset. Such a model could be used for predic-
tive maintenance of water pumps, which would greatly
benefit maintenance cost and decrease down time.

The developed self-consistent outlier filtering approach
can be applied in principle for any dataset or model.
The condition that faulty data should not dominate the
dataset, but is only a moderate partition, seems evident.
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