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Summary 
 

A large portion of the Dutch working population spends a significant amount 
of time in the office environment. Therefore, it is essential that high quality 
lighting is achieved. However, lighting is often, driven by energy codes and 
standards, subordinate to the energy consumption, while improving lighting 
quality can be considered a more efficient strategy as wages represents the 
majority of cost associated to offices. 

Lighting, in general, is a complex phenomenon because it affects users’ 
performance, comfort, alertness, well-being and health in a subtle fashion. 
Moreover, the holistic concept of lighting quality is one of the least understood 
aspects in the lighting field and does not have an applicable and comprehen- 
sive definition. Our literature review, presented in Chapter 1, showed that 
lighting quality can be described by seven lighting aspects that vary during 
the day: quantity, distribution, glare, spectral power distribution, daylight, 
directionality, and the dynamics of light. 

Due to its complexity, there is a trend towards using technology to provide 
the appropriate lighting. Currently, lighting control systems generally have 
a limited scope, often focused on energy reduction, and are regularly experi- 
enced as annoying. These limitations are mainly due to inadequate sensory 
input of the lighting control systems. Comprehensive measurements of the 
lit environment are required for adequate lighting control. Luminance distri- 
bution measurement devices seem a suitable tool to monitor lighting quality 
holistically because it is able to monitor six out of the seven variable lighting 
aspects in a continuous fashion. Consequently, it is was hypothesized that 
luminance distribution measurement devices can provide adequate sensory 
input for lighting control systems that aim to provide high quality lighting. 

However, the luminance distribution is not easily measured. Currently 
available luminance distribution measurement devices are costly or cannot 
capture the fast variations of the sky, let alone suitable for implementation 
in lighting control systems. Consequently, a low cost luminance distribution 
measurement device, suitable for integration in lighting control systems, that 
is able to measure the luminance distribution continuously and autonomously, 
was developed in Chapter 2. This camera-based system, referred to as the 
Bee-Eye, derives the luminance based on the floating point Red-Green-Blue 
pixel values originating from High Dynamic Range images. A relative mea- 
surement error in the range of 5% to 15% was achieved using the conventional 
calculation method established in previous research. 
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To further reduce the measurement error, we aimed to limit the spectral 
mismatch of the Bee-Eye by including the spectral responsivity of the camera 
and the spectral power distribution of the light source in the luminance cal- 
culation. Two alternative optimization models were developed and validated, 
in Chapter 3, based on a theoretical model and empirical data. The average 
measurement error of the Bee-Eye was reduced compared to the conventional 
method applied in Chapter 2. However, the optimization of the spectral match 
was limited by the fixed spectral responsivity of the camera. 

Due to the relatively low spectral match, induced by the Bee-Eye’s fixed 
spectral responsivity, the expected performance of a range of cameras was as- 
sessed in Chapter 4. This showed large variations, and improvements relative 
to the Bee-Eye, in spectral matches between cameras due to their different 
spectral responsivities. Moreover, Chapter 4 showed that the spectral power 
distribution of the light source affected the spectral match as well. Addition- 
ally, alternative sensitivities in the visual field of light, such as the melanopic 
radiance related to the non-visual effects of light, can be approximated using 
the spectral match optimizations. 

The accuracy of the Bee-Eye was deemed adequate for practical applica- 
tions, such as lighting control systems aiming to provide high quality lighting. 
However, this requires continuous measurements of the lit environment, which 
introduces multiple practical issues that need to be considered carefully. Pri- 
vacy sensitive information, high computational costs and interference with 
office work should be prevented while continuously measuring the luminance 
distribution in the office environment. Three practical components were iden- 
tified that deal with these issues: the spatial resolution, temporal resolution, 
and the measurement position of the Bee-Eye. 

Chapter 5 showed that the spatial resolution of the Bee-Eye, except for 
glare measurements, can be reduced significantly. The proposed spatial res- 
olution (330 x 440 pixels) limits the privacy sensitive information and com- 
putational costs, without compromising the accuracy. Moreover, Chapter 6 
showed that it is not essential to measure at the highest temporal resolution, 
although it is largely dependent on the weather conditions. An interval of 5 
minutes generally sufficed. Chapter 7 proposed to position the Bee-Eye at an 
alternative ceiling-based position, which does not cause interference with the 
office work, compared to the eye level position (best practice). This ceiling- 
based position was able to accurately measure surface bound luminance-based 
metrics using basic commissioning. More complex luminance-based metrics, 
for instance those mimicking the human field of view, required extensive com- 
missioning. 

The feasibility of the Bee-Eye to provide relevant sensory input, in a real 
office environment, for holistic lighting control was assessed in a combined 
lab/field study conducted in Chapter 8. This study implemented reduced 
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spatial and temporal resolutions while using a ceiling-based position. Two 
identical rooms were subject to continuous lighting quality measurements. 
One room, the benchmark, was monitored according to the state-of-the-art, 
while the other room was monitored analogous to a real office environment. 
The results, measured in the real office environment, showed that not all rel- 
evant luminance-based metrics were able to match the benchmark. Distinct 
systematical errors were introduced due to the alternative, but realistic, mea- 
surement setup in the real office environment. Additionally, random errors 
were introduced due to the presence of a user in the real office environment. 

Moreover, to communicate the sensory input measured with the Bee-Eye, 
integration with actual lighting control systems is required. In Chapter 9, the 
feasibility of luminance-based lighting control systems was assessed using two 
alternative systems based on the digital addressable lighting interface. The 
two lighting control systems were able to control the lighting adequately, using 
the sensory input of the Bee-Eye. The visual performance was supported and 
energy reductions were achieved. Nevertheless, The results also showed, anal- 
ogous to existing lighting control systems utilizing basic photo sensors, that 
accurate commissioning is essential. However, the spatially resolved sensory 

input of the Bee-Eye, has a more versatile character allowing alternative and 
additional types of sensing. 

Concluding, the luminance distribution is an excellent means to measure 
lighting quality but application in real office environments is not straightfor- 
ward. Nevertheless, it is feasible to monitor the majority of relevant lighting 
quality aspects with sufficient agreement, to be used as sensory input for light- 
ing control systems. However, for some luminance-based metrics significant 
errors are introduced, even with careful considerations of the prerequisites. 
Hence, the first steps towards a lighting control system that provides high 
quality lighting are made, although the journey is not completed yet. To 
achieve reliable sensory input, for all relevant lighting quality aspects, further 
accommodations are required. 
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Samenvatting 
 

Gemiddeld spendeert de werkende Nederlander een aanzienlijk deel van zijn 
tijd in het kantoor. Daarom is het van belang dat kantoren beschikken over 
hoogwaardige verlichting. Echter de kwaliteit van de verlichting is vaak on- 
dergeschikt aan het energie verbruik, dat word gestimuleerd door, onder an- 
dere, de wetgeving. Terwijl het verbeteren van de verlichts kwaliteit, en dus 
de productiviteit, beschouwd kan worden als een efficiëntere strategie omdat 
de salarissen, over het algemeen, verre weg de meeste kosten met zich mee 
brengen. 

Licht is een complex fenomeen dat, op een subtiele manier, de prestatie, 
comfort, oplettendheid, welzijn en gezondheid van de mens kan bëınvloeden. 

Daarnaast is het concept ‘verlichtingskwaliteit’ nog niet volledig doorgrond, 
het heeft bijvoorbeeld geen toepasbare en alomvattende definitie. Gebaseerd 

op de literatuur in Hoofdstuk 1, hebben wij gekozen om verlichtingskwaliteit 
te beschrijven aan de hand van zeven variabele aspecten die relevant zijn voor 
dit concept. Het gaat hierbij om de aspecten: hoeveelheid van het licht, de 
verdeling van het licht, de verblinding door het licht, de spectrale compositie 
van het licht, daglicht, de richting van het licht, en de dynamiek van het licht. 

Vanwege deze complexiteit, is er een trend ontstaan om technologie toe 
te passen om de ruitme op gepaste wijze te verlichten. De bestaande aans- 
turingssystemen hebben echter significante beperkingen doordat deze veelal 
gefocust zijn op energie besparing, met als gevolg dat deze systemen regel- 
matig als oncomfortabel worden ervaren. Deze beperkingen worden vaak 
veroorzaakt door gebrekkige informatie, verworven door de sensoren, die het 
systeem moeten aansturen. Uitvoerige metingen van de verlichte omgeving 
zijn noodzakelijk om de benodigde informatie voor de aansturingssystemen te 
verwerven. Een luminantie camera lijkt een bruikbare oplossing te bieden om 
de verlichtingskwaliteit te meten, immers zes van de zeven licht aspecten, die 
zojuist gëıntroduceerd zijn, zijn continu meetbaar gebruikmakend van de lu- 
minantie verdeling die deze camera’s meten. Daarom wordt verwacht dat een 
luminantie camera de benodigde informatie kan verwerven voor deze complexe 
aansturingssytemen. 

Echter, de technologie achter deze luminantie camera’s is niet eenvoudig. 
Momenteel zijn de beschikbare luminantie camera’s kostbaar en niet in staat 
om de snelle variaties van daglicht te meten. En ze zijn al helemaal niet 
geschikt voor implementatie in aansturingssystemen. Daarom hebben wij een 
autonoom camera systeem ontwikkeld in Hoofdstuk 2, gebruikmakend van 
goedkope componenten, om de luminantie verdeling te meten, dat boven- 
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dien ook geschikt is voor implementatie in aansturingssystemen. Dit camera 
systeem, ook wel de Bee-Eye genoemd, berekend de luminatie verdeling 
gebaseerd op de Rood-Groen-Blauw pixel waardes van een High Dynamic 
Range (NL: Hoog Dynamisch Bereik) afbeelding. Een relatieve meetfout van 
5% tot 15% was bereikt, gebruikmakend van de conventionele rekenmethode 
zoals toegepast in de bestaande literatuur. 

Om de meetfout van de Bee-Eye te beperken, hebben wij geprobeerd om de 
spectrale overeenkomst van de Bee-Eye, met de gevoeligheid van het menselijk 
oog, te verbeteren. Een alternatieve methode om de luminantie te bepalen 
was  gëıntroduceerd  gebruikmakende  van  de  camera’  spectrale  gevoeligheid 
en van de spectrale compositie van het licht. In Hoofdstuk 3, twee alter- 
natieve modellen waren toegepast, gevalideerd door theoretische modellen en 
empirische data, om de spectrale overeenkomst te verbeteren. De gemiddelde 
meetfout van de Bee-Eye was enigszins beperkt ten opzichte van de conven- 
tionele methode toegepast in Hoofdstuk 2. Echter de afname van de meetfout 
wordt gelimiteerd door de specifieke spectrale gevoeligheid van de camera. 

Vanwege de relatief lage spectrale overeenkomst, als gevolg van de speci- 
fieke spectrale gevoeligheid van de Bee-Eye, was de verwachtte prestatie van 
een aantal alternatieve camera’s gemodelleerd in Hoofdstuk 4. Dit resul- 
teerde in grote verschillen, en verbeteringen ten opzichte van de Bee-Eye, 
in de spectrale overeenkomst omdat de spectrale gevoeligheden van de ver- 
schillende camera’s afwijkend zijn. Daarnaast kunnen deze modellen gebruikt 
worden om andere gevoeligheden in zichtbare deel van het spectrum te kwan- 
tificeren, zoals de melanopische straling relevant voor de non-visuele effecten 
van licht. 

De nauwkeurigheid van de Bee-Eye wordt voldoende geacht voor praktis- 
che applicaties zoals complexe aansturingssystemen die een hoge verlichtings- 
kwaliteit leveren. Echter, de verlichte omgeving moet hiervoor continue gemon- 
itord worden wat een aantal praktische dilemma’s met zich mee brengt die 
zorgvuldig overwogen moeten worden. Privacy gevoelige data, een hoge ben- 
odigde rekencapaciteit en belemmeringen van kantoor werkzaamheden moeten 
voorkomen worden tijdens deze continue metingen van de luminantie verdel- 
ing. In dit onderzoek, drie praktische componenten waren ge¨ıdentificeerd 
gerelateerd aan deze praktische problemen, namelijk: de resolutie van de High 
Dynamic Range afbeelding, het meetinterval en de meetpositie van de Bee- 
Eye. 

Hoofdstuk 5 bewees dat de resolutie van de High Dynamic Range af- 
beeldingen, behalve voor metingen van de verblindingsfactor, beperkt kan 
worden. De voorgestelde resolutie (330 x 440 pixels) beperkt de privacy 
gevoelige data en de rekencapaciteit zonder te moeten in te leveren op de 
nauwkeurigheid. Daarnaast toonde Hoofdstuk 6 aan dat het niet noodzakelijk 
is om te metingen op het hoogste interval te verrichten om relevante resultaten 
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te verkrijgen. Over het algemeen was een meetinterval van 5 minuten vol- 
doende. Echter, het weer is hierbij in grote lijnen maatgevend. In Hoofdstuk 
7 wordt geopperd om de luminantie verdeling te meten vanaf een alternatieve 
positie, aan het plafond, in plaats van een positie identiek aan het zichtveld 
van de gebruiker, zodat geen belemmering van de kantoor werkzaamheden 
veroorzaakt wordt. De alternatieve positie aan het plafond was in staat om 
relevante oppervlakte gebonden luminatie parameters nauwkeurig te meten 
met enkel basale inbedrijfstelling. Voor meer complexe parameters was een 
uitgebreide inbedrijfstelling benodigd. 

Om de haalbaarheid van de Bee-Eye als informatievoorziening van een 
holistische licht aansturingssysteem in een echte kantoor omgeving te testen 
was een gecombineerde laboratorium/veld studie uitgevoerd in Hoofstuk 8. 
In deze studie was een beperkte resolutie en interval toegepast terwijl metin- 
gen werden verricht vanaf het plafond. Twee identieke ruimtes werden con- 
tinue gemonitord door twee Bee-Eye’s. De eerste ruimte, die fungeerde als 
een benchmark, werd gemonitord volgens een best-practice protocol verge- 
lijkbaar met een laboratorium, terwijl de tweede ruimte gemonitord werd 
zoals in een werkelijke kantoor omgeving. De meetresultaten, verzameld in 
de kantoor omgeving, suggereerde dat niet alle relevant luminantie parame- 
ters overeen kwamen met die van de benchmark. Systematische afwijkingen 
werden  gëıntroduceerd  door  de  alternatieve  meetopstelling.  Daarnaast,  wer- 
den ook willekeurige afwijkingen gëıntroduceerd door de aanwezigheid van een 
gebruiker. 

Om de informatie, verkregen met de Bee-Eye, te communiceren, is inte- 
gratie met het aansturingssysteem vereist. In Hoofstuk 9 was de haalbaarheid 
van een luminantie-gebaseerd aansturingssysteem onderzocht, gebruikmak- 
end van twee alternatieve systemen gebaseerd op de digitale adresseerbare 
licht interface (DALI). De twee systemen waren in staat het licht adequaat 
te besturen, gebaseerd op de informatie verworven door de Bee-Eye. Zowel 
visuele ondersteuning als energie besparingen werden behaald. Daarnaast 
toonde de resultaten aan dat nauwkeurige inbedrijfsstelling essentieel is, zoals 
dit ook essentieel is voor huidige aansturingssystemen. Daar komt wel bij dat 
de Bee-Eye, vergeleken met een standaard lichtsensor, een veelzijdig karakter 
heeft waardoor meerdere extra metingen, zoals aanwezigheidsdetectie, verricht 
kunnen worden. 

Concluderend, het meten van de luminantie verdeling is een uitermate 
geschikte methode om het concept verlichtingskwaliteit te duiden. Echter, 
het toepassen van luminantie camera’s, zoals de Bee-Eye, is niet eenvoudig in 
de praktijk. Het is mogelijk om de meerderheid van relevante licht aspecten 
met voldoende nauwkeurigheid te meten zodat deze gebruikt kunnen wor- 
den als informatievoorziening voor aansturingssystemen. Echter, een aantal 
aspecten waren niet nauwkeurig meetbaar, zelfs met een grondige overweg- 
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ing van de randvoorwaarden. Desalniettemin, de eerste stappen naar com- 
plexe licht aansturingssystemen, die een hoge verlichtingskwaliteit leveren, 
zijn gezet, maar deze zoektocht is nog niet voltooid. Bijvoorbeeld, om een 
betrouwbaar systeem te ontwikkelen, zijn additionele maatregelen benodigd 
die de huidige beperkingen limiteren. 
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1.1 Light in the office environment 

As humans we spend approximately 90% of our time indoors, providing us shelter 
from the outside elements. For 25% of the Dutch working population a large por- 
tion of this time is spent in the office environment [1]. Consequently, it is essential 
that the office environment, besides shelter, provides us a healthy and comfortable 
environment. The thermal, indoor air, noise and lighting quality are the Indoor En- 
vironmental Quality (IEQ) aspects that are widely recognized, for instance by the 
WELL building standard [2], in order to achieve a healthy and comfortable indoor 
environment. 

Lighting quality, which relates to electrical light, daylight and a combination of 
those, is an IEQ aspect that deserves more attention. Especially, compared to thermal 
and noise quality the lighting quality is too often neglected. When considered, lighting 
quality is often subordinate to the energy use, often driven by energy codes and 
standards. 

Lighting is often seized as a way to limit costs associated with energy use. How- 
ever, with wages (49% of operational costs [3]) representing the majority of costs asso- 
ciated to office buildings, enhancing the user comfort and performance by improving 
the lighting quality, can be considered a more efficient strategy [4, 5]. Moreover, it 
is a more ethical approach. Limiting the energy use can even be counter-effective as 
this can cause significant discomfort [6], resulting in a reduced productivity. 

Lighting can actively improve the performance and comfort of the office worker 
when the lighting is tailored to his task and preference. In addition, lighting can 
also affect alertness, well-being, health and sleep quality in a positive way [7, 8]. 
This illustrates that lighting is not a simple and straightforward phenomenon as it 
affects many issues via different pathways. Moreover, light is subject to interpersonal 
differences [9], timing [10] and social dynamics [11]. An additional complication is 
that the outcomes are generally subtle, but can have detrimental effects. Due to this 
complexity, there is a trend towards using technology to provide applicable lighting, 
often referred to as ‘Human Centric Lighting’, which aims to provide high quality 
lighting in an energy efficient fashion. 

 

1.2 Controlling the light 

To optimize the lighting within the office environment, control systems are gener- 
ally required. Lighting control system manage and regulate devices such as lamps, 
luminaires and shading apparatus’, using control loops to apply and maintain the 
desired lit environment in an automated fashion. Automated control is generally re- 
quired because the applicable lighting depends on variable aspects such as daylight, 
time, and occupancy. An increasing number of lighting control systems, either with 
an open- or closed-loop topology, have been developed to deal with this complex 
problem ranging from occupancy-based control systems, to daylight-linked control 
systems, personal-controlled systems and institutional-controlled systems [12]. These 
control systems have particular characteristics and levels of complexity [13]. The 
most commonly used control systems aim to limit the energy consumption by day- 
light harvesting [14], tuning the electrical light according to the daylight contribution 
to properly illuminate a space, or occupancy-based sensing [15], dimming or switching 
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the electrical lighting based on the occupancy level. Such systems, merely focusing 
on energy reductions, might result in uncomfortable environments. In addition, con- 
trol systems are available that aim to improve the visual comfort, visual performance 
[16], and possibly well-being and health if the non-image forming effects of light are 
considered as well [17]. The non-image forming effects or NIF effects are associ- 
ated to the melanopsin-containing intrinsically photosensitive retinal ganglion cells 
(ipRGCs), having an alternative spectral sensitivity, in addition to the rods and cones 
[18]. However, these intricate lighting control systems are often still in their infancy. 
Limitations of the currently existing control systems are that they generally focus on 
one or two specific lighting aspects, while multiple other lighting aspects are affected 
as well because all luminous conditions are interrelated [6]. For instance, optimizing 
one single aspect can negatively influence other aspects, potentially decreasing the 
lighting quality, which is illustrated in Figure 1.1. 

Therefore, these control systems do not necessarily provide optimal comfort and 
high visual performance [13]. Moreover, there are multiple examples that these sys- 
tems are sabotaged by users because they are experienced as annoying [19, 20], which 
is often caused by faulty sensors [21]. As a result, the control system might manage 
and regulate the lighting based on faulty information, which is often exhibited in bad 
timing of, for instance, activation of the sun shading. 

To successfully optimize the lighting within an office environment, a holistic ap- 
proach of lighting quality is required, which should prevent counter-effective mea- 
sures. The related research is part of an interdisciplinary research effort that aims 
to develop such a control system that is able to optimize the lit environment, called 
‘OptiLight’ [22]. ‘OptiLight’ aims to develop a system that performs a mathematical 
optimization for ‘Human Centric Lighting’. In order to perform this mathematical 
optimization, comprehensive and relevant information on the lit environment is re- 
quired to make an informed decision that provides human centric lighting without any 
hindrance. This thesis aims to quantify the lit environment in office environments, 
to provide holistic information for this lighting control system. 

 

1.3 Lighting quality 

Lighting quality, which is a term related to the image forming effects of light, is one of 
the least understood aspects in the building lighting field [23]. There is no consensus 
on what lighting quality exactly consists of as it is a very wide and ambiguous concept 
[24]. Originally, it was “a term used to describe all of the factors in a lighting 
installation not directly connected with the quantity of illumination” (Stein et al. 
cited in [25]). However, in the course of time a number of alternative definitions have 
been proposed, such as “good-quality lighting is lighting that allows you to see what 
you need to see quickly and easily and does not cause visual discomfort but raises the 
human spirit” [8]. These definitions explain the holistic concept of lighting quality 
but they do not clarify how lighting quality can be assessed or measured. In a first 
step, consensus should be achieved on an objective methodology to monitor lighting 
quality. This will also enable future studies to relate photometric measurements 
of lighting quality to subjective responses [26]. Subsequently, the monitored lighting 
quality can serve as input for lighting control system. Additionally, recommendations 
can be developed, based on an improved understanding of lighting quality, that can 
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be implemented in requirements and/or standards. Ultimately, this can culminate 
to lighting control systems that provide high quality lighting such as aimed for in 
‘OptiLight’ that are accepted, and not sabotaged, by the user. 

The following sections provide an overview, based on the state-of-the-art, how 
lighting quality can be measured objectively. This information is utilized to develop 
a strategy to provide holistic input on lighting quality to an automated lighting con- 
trol system, such as being developed in the ‘OptiLight’ project. Therefore, direct 
and indirect objective measurements of lighting quality are explored, indicating the 
components the lit environment that need to be measured for a holistic approach. 
Direct measures use one single outcome value to describe the overall lighting qual- 
ity. Indirect measurements use multiple outcome values to describe lighting quality 
because lighting quality can be considered a construct [23], which is an intangible 
entity described by (multiple) tangible components. 

 

1.4 Direct measurement of lighting quality 

Several attempts have been made to develop single indicator models to assess and 
quantify lighting quality [8, 23], including the Visibility Level Model, Lighting Quality 
Index, the Comfort, Satisfaction and Performance index, Interior Lighting Evaluation 
System, and the Ergonomic Lighting Indicator, as found in our structured literature 
review [27]. 

 
1.4.1 Visibility Level (VL) Model 
The Visibility Level Model, measuring the effectiveness of the visual performance, 
was originally developed by Blackwell but adopted and improved by the CIE [23, 28]. 
In this model, visibility is “associated with the perception of objects and visual details 
of interest” [28]. The model considers quantity as well as quality of lighting. The 
author stated [28] that the visual performance approach should consist of photometric 
aspects, physiological aspects and mental conditions of the observer. The visibility 
level is described by four aspects: reference visibility level (VLref), contrast rendering 
factor (CRF), disability glare factor (DGF) and transient adaptation factor (TAF). 
However, the DGF and TAF are not easily measured outside the laboratory [23, 28]. 

 
1.4.2 Lighting Quality Index (LQI) 
As an alternative for the visibility level model, Herst and Ngai suggested the Light- 
ing Quality Index. The LQI is based on a combination of the equivalent sphere 
illuminance (ESI) and the visual comfort probability (VCP). The LQI is described 
as the percentage of the space meeting the criteria, set by the designer, for both ESI 
and VCP. The ESI relates to “the level of sphere illumination which would produce 
task visibility equivalent to that produced by a specific lighting environment”(cited 
in [23]) while the VCP relates to discomfort glare. However, this method was not 
widely accepted due to the inherent ESI system [23]. 
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1.4.3 Comfort, Satisfaction and Performance (CSP) index 
Similar to the VL and LQI, the Comfort, Satisfaction and Performance index has 
some limitations in applicability, considering that the maximum correlation between 
the CSP index and subjective response was only 0.54 [29]. Additionally, a replication 
of the CSP index by Perry et al.   [30] found even lower correlations.   The CSP is 
“an attempt to produce an indicator for the effectiveness of a lighting installation, as 
perceived by the workers who use it” [29], assuming that there are three visual quality 
elements that determine the effectiveness: the comfort, satisfaction, and performance 
level. The CSP describes comfort as a linear equation including the British glare in- 
dex [31]. Satisfaction was described as the ratio between cylindrical and horizontal 
illuminance and performance was described as a combination of the illuminance, uni- 
formity and color rendering. Each element was weighted similarly with a maximum 
score of 10 [29]. 

 
1.4.4 Interior Lighting Evaluation System (ILES) 
In contrast to the previous models, the Interior Lighting Evaluation System [32] 
uses a multifaceted concept to assess lighting quality, directly as well as indirectly, 
based on measurements and surveys. In addition to photometric parameters, it also 
includes economic parameters and human behavior. The direct photometric com- 
ponent uses a cost function to calculate a quality value number, which evaluates a 
selection of important photometric aspects. The cost function consists of a weighing 
factor, indicating the importance of the parameter, and a scaling factor representing 
the effective value of the parameter compared to the recommended or optimal value 
of the parameter. The weighing factors, which are variable depending on the specific 
case, are based on surveys or polls [32, 33]. Additionally, ILES consists of a sub- 
jective component indirectly assessing the lighting quality. As this must be easy to 
administer and understand for uninformed users, a survey was designed containing 
11 questions that were rated on a two or five point scale. 

 
1.4.5 Ergonomic Lighting Indicator (ELI) 
Analogous to ILES, the Ergonomic Lighting Indicator is based on a combination of 
objective and subjective components [34]. ELI uses five criteria important for the 
assessment of lighting quality: visual performance, view, visual comfort, vitality and 
control; all rated on a scale of 1 to 5. According to the author, this method is espe- 
cially useful for communication during lighting design. ELI is based on input gathered 
by a questionnaire with 38 questions having an objective or subjective character. It 
was shown that ELI has an objectiveness level of 70%; therefore, it can be almost 
considered objective [35]. Nevertheless, large scale field tests are required to confirm 
the performance of this index [35]. 
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1.5 Indirect measurement of lighting quality 

As indicated in Section 1.4, direct measurements of lighting quality have significant 
limitations, preventing application in real office environments and lighting control 
systems. Therefore, the indirect measurement of light quality offers a suitable alter- 
native. 

 
1.5.1 Lighting quality aspects 
A list of 11 lighting quality aspects was aggregated as displayed in Table 1.1, based 
on 30 studies that were found to be eligible based on a structured literature review 
using backward and forward citation starting from two key publications by Veitch 
and Newsham [23] and Gentile et al. [36]. For the full methodology we refer to the 
original publication [27]. The lighting quality aspects are ranked based on the relative 
fraction of studies that incorporate these specific aspects. 

 
Table 1.1: Lighting quality aspects based on literature, indicating their components, their 
occurrence in literature (%), and their variability. 

 
Aspect Components % Variable 
Quantity of light Illuminance; Luminance 100% Yes 
Distribution of light Uniformity; Luminance distribution 90% Yes 
Glare Disability glare; Discomfort glare; Veil- 77% Yes 

 
SPD1 of light 

ing reflections 
Appearance; Color quality 

 
58% 

 
Yes 

Daylight Daylight penetration; View out 45% Yes 
Luminaire characteristics Luminous intensity distribution; Flicker 42% No 
Directionality of light Direction; Modelling 39% Yes 
Control Automatic control; Individual control 29% No 
Dynamics of light Variability; Rhythm 19% Yes 
Room characteristics Objects; Reflectances 19% No 
Economics Energy efficiency; Investment 16% Partly 
1 Spectral Power Distribution 

 
Table 1.1 shows a large variation in occurrences between different lighting qual- 

ity aspects. Quantity of light is considered in each study while economics were only 
considered in five studies, indicating a potentially lower relevance. Consequently, 
quantity of light, distribution of light and glare are expected to be the most relevant 
lighting quality aspects because they occur significantly more often than the remain- 
ing lighting quality aspects. However, this does not indicate that the remaining 
aspects are irrelevant. 

In this thesis, the variable aspects of lighting quality, as indicated in Table 1.1, are 
emphasized. They represent lighting quality aspects that have a variable character 
throughout the day, for instance, due to daylight variability or user interaction. The 
variable aspects of the lit environment, in contrast to the static aspects, are relevant 
for lighting control applications since they can be optimized in real-time. Static 
lighting quality aspects, generally, cannot be optimized in real-time. As an example, 
it is not feasible to alternate the wall reflectance, in an automated fashion, while it 
can be a major contributor to the perceived lighting quality. 



1.5. Indirect measurement of lighting quality 

7 

 

 

Dyn. 

SPD of 
light 

Daylight 

tionality 
Direc- 

 
Distribution of 

light 

 

Quantity of light 

 
Glare 

 
 

It is expected that photometric quantities of the different variable lighting quality 
aspects are mutually related as indicated in Figure 1.1. Figure 1.1 shows that all 
aspects impact or are impacted by at least one other lighting quality aspect. For 
instance, a change in daylight will impact the quantity of light, which subsequently 
might also impact the distribution of light, while there is also a direct relation between 
daylight and the distribution of light. Due to these mutual relations, it might not be 
necessary to measure each individual lighting quality aspect. 

 

 

Figure 1.1: Expected relationships between photometric quantities representing variable 
lighting quality aspects. The block size represents the occurrence in literature as indicated 
in Table 1.1. The arrow direction indicates the direction of the dependency. The dynamics 
of light is abbreviated to Dyn. 

 
The variable aspects of the lit environment that are to be quantified are further 

analysed in the following sections to explore how to measure these specific lighting 
aspects. A distinction is made between ad hoc and continuous measurements. Ad 
hoc measurements are “snapshots” of the lit environment measured with a high ac- 
curacy, typically achieved by using state-of-the-art devices and optimal measurement 
positions that approximate laboratory conditions. For these measurements, it is fea- 
sible to achieve a high accuracy because for one individual measurement it is usually 
acceptable to disturb occupants or to clear the specific space. 

As opposed to ad hoc measurements, it is not acceptable to disturb occupants 
or clear a space for continuous measurements of the lit environment. Moreover, 
the measurement conductors cannot be present during the entire measurement pe- 
riod. Therefore, measurement devices are fixed, mostly at a sub-optimal position 
to limit interference; furthermore, as the conductors are not present state-of-the-art 
measurement devices cannot be used, as a safety measure. As a result, continuous 
measurements generally have a lower accuracy, it is not feasible to approximate lab- 
oratory conditions. Continuous measurements of lighting quality are highly relevant 
for lighting control systems because these systems have to respond to various dy- 
namic behaviors. Moreover, they provide a good overview of lighting quality over 
time, which is essential for insight in components of the lit environment, such as 
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preferred luminous conditions, that are known to be variable. Consequently, contin- 
uous measurements are essential for the integration in control systems, which require 
continuous input on the lit environment, that aim to provide high quality lighting. 

 
1.5.2 Quantity of light 
Quantity of light is a photometric aspect that was considered in all eligible studies 
regarding lighting quality aspects; it indicates the amount of artificial light or daylight 
that falls on the surfaces of a space. The quantity of light is, to a large extent but not 
exclusively, responsible for the acceptability of the lighting for the visual task [37]. 
Generally, the satisfaction and performance increases with an increasing amount of 
light. As the amount of light increases, to a certain limit, the lighting becomes “more 
pleasant, more comfortable, clearer, more stimulating, brighter, more colorful, more 
natural, more friendly, more warm and more uniform. It also becomes less hazy, 
less oppressive, less dim and less hostile” [38]. However, for very high quantities, 
satisfaction decreases while the performance remains constant [36]. It is an important 
aspect of lighting quality because the light flux influences the satisfaction as well as 
the visual performance. 

Photometric variables for quantity of light are the illuminance the and luminance 
[37]. In addition to the illuminance and luminance, the daylight factor is frequently 
used to describe the amount of daylight (Section 1.5.6), which represents the ratio 
between indoor and outdoor horizontal illuminance for overcast sky conditions [39]. 

 
Illuminance 

The illuminance, the areal density of the luminous flux, is measured by calibrated 
illuminance meters. The horizontal illuminance is only an adequate criterion for 
working environments where the working plane is actually horizontal [40]; especially 
in the current working practice with extensive use of computers, this is generally 
not applicable anymore. Therefore, the working plane illuminance is generally used, 
whether this is horizontal, vertical or tilted [8]. The working plane illuminance is 
the most widely used indicator for lighting quantity because it is easily measured. 
Moreover, recommendations and standards almost exclusively use the illuminance. 

During ad hoc measurements, the illuminance is measured for one point at the 
time; therefore, a measurement grid is often established to cover the overall lighting 
of the space [41]. The European standard [42] provides guidelines for an appropriate 
grid approximating squares. Moreover, alignment of the measurement grid with the 
luminaire layout is to be prevented. Additionally, a zone of 0.5 m from the wall is 
excluded. In a simplified method, the illuminance is solely measured for relevant task 
positions [36]. 

A measurement grid, according to the previously stated guidelines, is not feasible 
for continuous measurements. For continuous measurements, the space should be 
divided into daylit zones. Daylit zones are established based on the distance from 
the window and the activity associated to the zone. In each zone one measurement 
point is placed at a location that is critical or represents the typical illuminance of 
that zone. In offices, each workstation should have at least one measurement point 
at the working plane level [43]. 
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Luminance 

The luminance is the only photometric variable that is directly related to the light 
flux reaching the retina and therefore most closely related to the human visual percep- 
tion of brightness [44, 45]. The luminance is increasingly recognized as an important 
factor for visual comfort [44]. It is, therefore, advised to use the luminance to assess 
the amount or quantity of light. However, interpretation is complex; thus studies 
examining the luminance or recommendations are scarce [36, 45]. Previously, the lu- 
minance was measured by a (spot) luminance meter. However, with the current High 
Dynamic Range (HDR) technology [46], it is feasible to obtain luminance mapping 
based on images. This measurement methodology is further elaborated in Chapter 
2. The luminance emphasizes the light reaching the viewer’s eyes from a seating 
position [47]. Consequently, it is measured from the height of the viewer’s eyes, and 
for completeness for potentially extreme situations [36]. Measuring the luminance for 
ad hoc or continuous measurements is further elaborated in Section 1.5.3. 

 
1.5.3 Distribution of light 
Twenty-eight of the eligible studies considered the distribution of the light, indicating 
how and to what extent the light is distributed within the space, which influences the 
visual comfort. The human eye can adapt to large variations of pupilar illuminance, 
but it cannot simultaneously manage large luminous contrasts. A poor distribution 
of light may result in visual stress and fatigue due to the continuous eye movements 
between contrasting surfaces. Alternatively, it is not desirable to have a completely 
uniform light distribution, which can result in dull lighting that is unpleasant and 
can lead to tiredness and lack of attention. It is, therefore, important to have some 
variations to provide a stimulating environment [44]. Generally, a poorer distribu- 
tion is accepted when daylight enters from the side. Variables representing lighting 
distribution are the illuminance uniformity and the luminance distribution. 

 
Uniformity 

The uniformity is the ratio between the minimum and average illuminance on a sur- 
face [42], based on the illuminance measurement elaborated in Section 1.5.2. There 
are also examples that use the ratio between the minimum and the maximum illumi- 
nance to determine the uniformity. The uniformity is an indicator that is frequently 
used because it is easily determined based on illuminance measurements. Moreover, 
the luminance uniformity, analogous to the illuminance uniformity, can be determined 
[48], for instance, to indicate the uniformity of a wall. 

 
Luminance distribution 

The luminance distribution is the spatially resolved pattern of luminance in a space 
bounded by surfaces [47] and is often simplified to luminance ratios. The luminance 
distribution is measured using HDR cameras (i.e. luminance distribution measure- 
ment devices) [49], which is further elaborated in Chapter 2. Fisheye lenses are used 
to capture the entire luminance distribution of a room as experienced from the camera 
position; therefore, it is advisable to measure from the viewers’ eye position. Theoret- 
ically, the luminance distribution can also be measured by a (spot) luminance meter, 
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but this is an imprecise and tedious process subject to major and rapid changes in 
the luminous conditions. 

For ad hoc measurements, the luminance distribution is measured from the seat- 
ing position at a height of 1.2 m, representing the view from the user’s eye. As 
potential users in the room are not constantly looking at the same direction, some 
extreme situations need to be measured as well [36]. 

Continuous measurements of the luminance distribution are problematic because 
the respective space is occupied by the users. Two strategies can be distinguished to 
measure the luminance distribution while a space is occupied. For lab studies, two 
identical rooms located directly besides each other can be used [50, 51]. In the first 
room, the participant is seated; in the second room, the appropriate measurement 
devices are set-up according to best practice. This strategy is not feasible for field 
studies; consequently, the measurement devices need to be placed at a sub-optimal 
position during field studies, which should not cause user interference. Preferably, the 
monitoring device is placed at a position as close as possible to the optimal position. 

 
1.5.4 Glare 
The third lighting quality aspect is glare. Glare is defined as “the sensation produced 
by luminance within the visual field that is sufficiently greater than the luminance 
to which the eyes are adapted to cause annoyance, discomfort or loss in visual per- 
formance and visibility” [52]. Three types of glare are defined: (i) disability glare or 
physiological glare, (ii) discomfort glare or psychological glare, and (iii) veiling reflec- 
tions [53, 54, 55]. Disability glare and discomfort glare can occur simultaneously but 
are distinctively different phenomena [56]. 

 
Disability glare 

Disability glare, although rarely occurring in buildings [57], is stray light in the eye 
that disrupts vision due to intraocular light scatter [25, 55]. It immediately reduces 
the visual performance and even the ability to see [54]. Disability glare can be painful, 
although it does not necessarily induce discomfort [58]. 

 
Discomfort glare 

Discomfort glare causes mental stress and annoyance due to high luminance con- 
trasts or unsuitable luminance distributions within the visual field, without necessar- 
ily reducing visual performance or visibility [56]. Compared to disability glare, it is 
relatively difficult to identify as it is a visual sensation, which cannot be measured 
directly, with a subjective character [57]. Thereby, there is no complete theoretical 
understanding of discomfort glare [59, 60]. Discomfort glare does not necessarily in- 
fluence the visual performance immediately, but over time negative effects such as 
headaches, fatigue and decreased concentration can occur [61]. 

A number of glare indices have been developed describing the subjective magni- 
tude of discomfort glare [51]; nevertheless, a practical and effective discomfort glare 
predictor, with a high correlation to the subjective response, is still lacking [56, 62]. 
Generally, these indices consist of the following four quantities:  luminance of the 
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glare source, solid angle of the glare source, displacement of the glare source relative 
to the line of sight, and the adaptation luminance [51]. 

Among the many glare indices, the Unified Glare Rating (UGR) [63], Daylight 
Glare index (DGI) [64], and Daylight Glare Probability (DGP) [56, 65] are most 
commonly used. The different indices cannot be simply compared to each other [59]. 
Glare indices that are developed for electrical lighting (e.g. UGR) are not suitable 
for daylight and vice versa because daylight openings have a significant larger solid 
angle. Moreover, users seem to accept discomfort glare from daylight to a higher 
extent [55]. Merits and demerits of these indices are displayed in Table 1.2. 

 
Table 1.2: Merits and demerits of the commonly used glare indices. 

 
Indices Applications Merits Demerits  

UGR Electric Simple. Composed based Only standard light 
  on best   parts   previous sources.  
  formulae. Established   
  method.   

DGI Daylight Suitable for daylight; how- Low correlation. Only 
 
 
 
 
 

DGP 

 
 
 
 
 

Daylight 

ever, the interpretation is 
slightly different. Similar 
to UGR 

 
 

High correlation. In- 
cluding observer variabil- 
ity. Based on daylight 
measurements. 

suitable for uniform light 
sources. Based on elec- 
trical light measurements. 
Does not include adapta- 
tion. 
Only valid for DGPs be- 
tween 0.2 and 0.8. 

 
Simulations or measurements are required to assess glare using the previous stated 

indices. Previously, measurements were conducted using spot luminance meters, a 
time consuming process which is problematic due to the dynamic character of daylight 
[56]. During the measurement procedure most quantities are measured, but the 
displacement of the glare source relative to the line of sight is consistently based on 
position indices as proposed by Luckiesh and Guth [66] and Iwata and Tokura [67]. 
A limitation is that all glare indices are based on well-defined sources. When the 
scene or luminaire becomes complex, it is ubiquitous which areas represent the light 
source and the background. Some rules to clarify this have been developed, but they 
lack validation [59]. 

In contrast to the tedious spot measurements, the required data can also be 
generated quickly using HDR cameras [49], similarly to the methodology described 
in Section 1.5.3. Wienold and Christoffersen [65] used this technology to develop the 
DGP under actual daylight conditions. They also developed the pre-processing tool 
evalglare for RADIANCE to estimate the DGP and the other commonly used glare 
metrics, based on luminance distribution measurements or simulations [65, 68]. 

 
Veiling reflections 

Veiling reflections are “specular reflections that appear on the object viewed and that 
partially or wholly obscure the details by reducing contrast” [58]. As a result, veiling 
reflections reduce the visibility and may cause discomfort [69]. 
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The contrast rendering factor (CRF), the ratio of the relative visibility under 
actual conditions to the relative visibility under reference conditions, is used to in- 
dicate veiling reflections. The reference condition is a completely diffuse field with 
an identical task background luminance. Theoretically, the CRF is measured using a 
visibility meter. However, even under laboratory conditions it is subject to consider- 
able problems [69]. The CRF can also be estimated using a luminance meter [47], but 
this is a tedious process. Consequently, the CRF is rarely used in field measurements. 

 
1.5.5 Spectral Power Distribution of light 
The Spectral Power Distribution (SPD or φe,λ), a quality aspect considered by 58% 
of the eligible studies, represents “the radiant power emitted by a light source at 
each wavelength or band of wavelengths in the visible region of the electromagnetic 
spectrum” [70]; the light source can be daylight, a lamp, a reflecting surface or a 
combination of these. The SPD indicates which color components are represented 
within the emitted light flux; therefore, it influences the color appearance and the 
color quality of the light. Theoretically, the SPD can also be used to assess photomet- 
ric quantities, but dedicated metrics (e.g. illuminance) and devices (e.g. illuminance 
meter) that do not lose any significant information are available. It should be noted 
that the SPD is also very important regarding the NIF effects of light [18]; however, 
this is outside the scope of this thesis. 

The SPD of daylight is preferred as it covers the full spectrum of visible radiation 
[71]; hence, it displays a great variety of colors, helps to distinguish slight shades of 
colors and makes colors look natural [72]. The SPD is a complex multidimensional 
metric of which the effects are not completely understood and that is not easily 
communicable. Therefore, the effects of the SPD are in this chapter separated in two 
concepts: color appearance and color quality. Using this simplification, it is easier to 
describe the resulting effects of the SPD. 

 
Color appearance 

The color appearance relates to the apparent color of the emitted light, independent 
of the context [42], caused by available wavelengths within the visual spectrum, rep- 
resenting the attributes brightness, hue and colorfulness [73]. The visual effects of 
color appearance can be controversial, but there is some consensus that the color ap- 
pearance does influence the comfort level [74, 75, 76, 77]. However, the preferred color 
appearance is completely dependent on the activity. Some studies concluded that the 
color appearance influences the room appearance [76, 78], while others did not find 
this effect [38]. Finally, it is suggested that the color appearance also influences the 
perceived brightness [38, 77, 79, 80, 81]. 

The color appearance of the light source is generally indicated by the correlated 
color temperature (CCT or Tcp), which is the temperature of a black body radia- 
tor having a chromaticity associated with the chromaticity of the SPD of the light 
source [58]. It should be noted that different SPDs with different appearances can 
result in identical CCTs (metamerism), due to information loss by translating the 
multidimensional SPD to the one dimensional CCT. 

Preferably, the CCT is based on spectral measurements. It is best measured us- 
ing a spectroradiometer focused at a white Lambertian reflector such as Spectralon 
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or barium sulphate (BaSO4). The Lambertian reflector is placed horizontally, per- 
pendicular to an electric light source, at the measurement location and is measured 
from a 45° angle [74]. Based on the chromaticity coordinates extracted from the 
SPD, the CCT can be calculated using methods developed by several scientists rang- 
ing from simple equations to complex algorithms [82, 83, 84, 85, 86]. Alternatively, 
devices (e.g. Chroma meters) are available that directly measure the chromaticity 
coordinates using three sensors sensitive to the x̄(λ), ȳ(λ), and z̄(λ) color matching 
functions, respectively [87], originating from the CIE XYZ color space. However, 
the accuracy is expected to be lower as spectral response errors (f t 

, see Chapter 3) 
are introduced. Finally, alternative low-accuracy methods to estimate the CCT, for 
instance using digital cameras [88], are available. In general, it is advised to perform 
the measurement of the CCT in the middle and for key positions of the considered 
space [89]. 

 
Light color quality 

The concept of light color quality consists of different dimensions that influence the 
color perception of the observer in an environment. Six dimensions are identified: 
color fidelity, color discrimination, visual clarity (brightness), color preference, color 
harmony and color acceptability [90]. The color fidelity, or rendering, is the effect of 
the light (source) “on the color appearance of objects by conscious or subconscious 
comparison with their color appearance under a reference illuminant” [58]. Color 
discrimination is the ability to distinguish between colors [91]. Visual clarity relates 
to the feeling of contrast [90]. Color preference and color harmony are both aes- 
thetic judgements for the individual objects and relationship between objects [90], 
respectively. Finally, the color acceptability relates to making a judgement about the 
whole environment [90]. Appropriate light color quality helps to improve the visual 
performance, comfort and well-being [42]. 

Table 1.3 displays a selection of commonly used color quality metrics indicating 
the dimensions covered by the latters. The Color Rendering Index is most widely 
used and the only internationally accepted metric for color quality [91]. However, 
except for the Color Quality Scale all metrics consider only a limited number of 
dimensions. It is, therefore, advised to always use a minimum of two metrics [72, 74, 
92]. A metric for color acceptability is not available as the mathematical modelling 
of the color acceptability is unsolved [90]. For an extensive review of all metrics, we 
refer to the work by Houser et al. [93]. In all cases the metrics are based on the 
SPD; it is, therefore, recommended to measure SPD similarly as described for CCT 
measurements. Based on the measured SPD and data on the reference illuminants 
and color samples, the metrics can be calculated according to the equations provided 
in the references of Table 1.3. 

 
1.5.6 Daylight 
The fifth rated lighting quality aspect is daylight; two components are distinguished: 
daylight penetration and view out, relating to daylight entering the room and the 
quality of the view through the daylight openings, respectively. 

Humans evolved under daylight conditions; therefore, access to daylight generally 
improves satisfaction, and it “is more desirable for the psychological dimensions of 
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Table 1.3: Commonly used light color quality indices and their references in relation to 
the six color quality dimensions. 

 
 
 
 
 
 
 
 

General Color Rendering Index CRI Ra X     [94] 
Flattery Index - -    X  [95] 
Color Preference Index CPI -    X  [96] 
Color Discrimination Index CDI G  X    [97] 
Color Rendering Capacity CRC - X     [98] 
Pointer’s Index PI Rp X     [99] 
Color Quality Scale CQS Qa X X X X  [91] 
Feeling of Contrast Index FCI -   X   [100] 
Memory Colour Rendering Index MCRI Sa X   X  [101] 
Color Harmony Rendering Index - Rhr     X [102] 

 
 

visual comfort, environmental appearance and amenity” [103]. Additionally, all pre- 
viously mentioned aspects (i.e. quantity, distribution, glare and SPD) are influenced 
by daylight, which was already indicated in Figure 1.1, as the light within the office 
environment is generally composed of daylight and electrical light. Moreover, both 
can be controlled independently. However, as daylight is not always available, light- 
ing quality should also be achieved without daylight. Moreover, excessive daylight 
can lead to discomfort. Often daylight penetration is a given, depending on the fixed 
window openings, weather and time. However, there are possibilities to optimize 
daylight penetration on the run. An increasing number of buildings are applied with 
dynamic sun shading (sun screens), brightness control (blinds) and/or smart glazing 
integrated in the façade.  Sun shading and smart glazing can be used to block direct 
solar radiation, prevent glare and/or overheating. Often, these kinds of systems are 
fixed, but dynamic systems that follow the trajectory of the sun are available as well. 
Additionally, brightness control generally has a dynamic character as blinds are eas- 
ily adjusted, manually or automatically, permitting optimizations. Hence, daylight 
penetration can be optimized by a control system. 

 
Daylight Penetration 

Daylight penetration is often expressed using the daylight factor or useful daylight 
illuminances (UDI) [104]. “The daylight factor is the ratio of internal illuminance 
related to the external illuminance of an overcast sky” [39]. The daylight factor is 
measured using a similar grid as described in Section 1.5.2, and it can be measured in 
situ, in scale models and using simulations. The UDI is developed to account for the 
limitations of the daylight factor introducing varying conditions, and it is represented 
as a relative fraction of the time in which daylight illuminances are within a useful 
range. The UDI is determined using simulations adopting the previously defined 
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measurement grid. In addition to these particular indicators, daylight can also be 
described with the previously mentioned aspects and their accompanying indicators 
(e.g. luminance). 

 
Outside view 

A high quality outside view and visual contact with the outdoor can impact the work 
performance and job satisfaction and can even result in improved general health [42]. 
Moreover, it has been mentioned that the outside view might be essential to have 
beneficial effects of daylight [105]. View outside is bipartite: it is influenced by the 
size of the window opening, and the quality of the view, which has a subjective 
character. A high quality view generally consists of natural aspects rather than 
aspects of the built environment [106]; additionally, a view with a high information 
content is often rated as a high quality view [107]. The quality of view is largely 
dependent on the given location. However, the outside view can be obstructed by the 
previously mentioned sun shading, brightness control and smart glazing. Hence, the 
quality of the view can be deteriorated drastically; therefore, it should, preferably, 
be considered in lighting quality control systems. 

The window size is often indicated relative to the external wall area [108]. These 
indicators do not incorporate the different seating positions of different users; the 
users all experience the window size differently depending on their location. We sug- 
gest to use the solid angle assessed from the seating position, as this incorporates 
the view direction. Even though the quality of the outside view is largely subjec- 
tive, Hellinga and Hordijk developed a method to assess the subjective view quality 
[109]. They developed an assessment method for quality of view, which correlated 
adequately with extensive quality of view surveys, but further validation is still re- 
quired. 

 
1.5.7 Directionality of light 
The directionality of light is a lighting quality aspect that is accounted for in twelve 
of the thirty eligible studies. The directionality of a light scene can be described by 
the flow of light. The concept of light flow consists of two aspects: the direction of 
the light flow and the strength of the light flow. The strength of the light flow, also 
called modelling, can also be defined as the balance between diffuse and directional 
components of the lit environment [110]. 

Adequate directionality helps to distinguish details of a task, surface textures and 
three dimensional objects including faces [36, 110]. As a result, it influences commu- 
nication, the appearance and the appreciation of an environment [111]. Moreover, the 
directionality of light can influence health and well-being due to a non-homogeneous 
distribution of the non-image forming cells in the eye, inferior-nasal retinal areas are 
shown to have a more effective stimulation of NIF effects [112]. The directionality 
of light can cause three distinct patterns on objects: the illumination pattern, the 
shadow pattern and the highlight pattern [111]. 
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Direction and modelling 

Theoretically, the directionality of a point within a room is determined based on an 
infinitesimal sphere that is met by an infinite number of luminance rays from all direc- 
tions [113, 114]; consequently, these rays can be described as three dimensional bound 
vectors. The vectorial sum represents a vector with the illuminance as magnitude, 
“hence the terms vectorial illuminance or illumination vector” [114]. The magnitude 
of the illumination vector is described by the ratio between the “maximum difference 
across diameters of an infinitesimally small sphere at that point” [115]. The direction 
of the illumination vector is the altitude angle between the maximum and minimum 
luminance ray [111, 114]. The strength of the light flow is described by relating the 
magnitude of the illumination vector to the total amount of incident light on this 
infinitesimal sphere [111], also called scalar illumination [115]. 

Practically, it is not feasible to measure this theoretical concept, and simplifica- 
tions are required to assess the directionality. Indicators for the direction of light are 
limited to the direction of the illumination vector. For the strength of the light flow, 
or modelling, several indicators are developed as listed in Table 1.4. The vector to 
scalar ratio is used most commonly, representing the relation between the approxi- 
mated illumination vector and the approximated scalar illumination. 

 
Table 1.4: Indicators to determine the strength of the light flow (or modelling). 

 

Indicator 
Vector to Scalar Ratio 
Cylindrical to Horizontal Illuminance Ratio 
Vector to Cylindrical Illuminance Ratio 
Vector to Horizontal Illumiannce Ratio 
Flow of Light Ratio 
Illuminance Contrast Energy (ICE) 
Side Forward Ratio 
Light Factor to Density of Light Ratio 

Reference 
Cuttle [111] 
Hewitt et al. [116] 
Bean [117] 
Love and Navvab [118] 
Cuttle [119] 
Morgenstern et al. [120] 
Veitch et al. [121] 
Xia et al. [122] 

 

Traditionally, these indicators are determined based on cubic illumination or simi- 
lar technologies. Methods to measure the cubic illumination range from using a single 
photocell to successively measure the illuminance on the six faces of a theoretical cube 
to using a six-cell cubic photometer adopting a measurement grid analogous to the 
horizontal illuminance [119]. Subsequently, the scalar, cylindrical, horizontal and ver- 
tical illuminance are extracted by summing the relevant sensor pairs [119]. The first 
method is tedious and complicated while the six-cell cubic photometer is vulnerable 
towards calibration errors [123]. The cubic photometer is sensitive to orientation, 
because only six faces are available; therefore, a maximum variance of 33% can occur 
in the scalar illumination. For office lighting this is typically no concern [114], as 
most offices are designed in the three perpendicular directions. 

Recently, methods have been developed to assess the directionality based on HDR 
imaging. Dubois et al. propose a method using a Lambertian white sphere and a 
HDR camera to determine the vector to scalar ratio for one selected point within a 
space [89]. The white sphere, divided in 24 evenly distributed sections, is monitored 
by two HDR cameras, each at one side of the sphere. Based on the 24 luminances or 
illuminances, the illumination vector and scalar are calculated according to the cubic 
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illumination method [36, 89]. Disadvantages are that two cameras are required; it is 
suggested to use one camera and successively measure both sides while using a grey 
reference surface to calibrate these measurements [89]. 

The method proposed by Howlett et al. [124] was able to indicate directionality, 
while also measuring other indices, using a single HDR camera. The authors devel- 
oped the Ambient Light Directionality Indicator (ALDI), which consists of a white 
square-based pyramid and a reflective gnomon. The directionality is measured based 
on the ratio between the average luminance of two faces of the pyramid, depending 
on being sidelit or toplit. The gnomon provides visual evidence on the direction of 
the light flow and indicates whether light was coming from a diffuse source or a point 
source [124, 125]. A disadvantage is that the directionality is only measured in a 
two-dimensional plane. 

All methods described, except the one proposed by Howlett et al. [124], are 
only used as ad hoc measurements, only encapsulating one single moment. The 
Ambient Light Directionality Indicator (ALDI) has previously been used to measure 
the directionality at an hourly interval, and to indicate the temporal variation of the 
directionality. 

 
1.5.8 Dynamics of light 
The final lighting quality aspect considered in this thesis are the dynamics of light. 
The dynamics of light consist of the variability of light and the rhythm of light, 
indicating the amount of change and the character of change, respectively, in the 
luminous environment over time. Dynamic lighting leads to an improved quality of 
visual performance, it is considered more stimulating, more pleasant, and leads to 
higher levels of arousal [7, 53, 126]. The dynamics of light in a lit environment are 
caused by daylight or by electric lighting with dynamic output. Theoretically, all 
previously mentioned aspects can have a dynamic character, but generally, only illu- 
minance, luminance and the correlated color temperature are considered in dynamic 
lighting. 

 
Variability and rhythm 

Rockcastle and Andersen [127] developed a metric to describe the annual variation 
in luminance for daylight. This method derives the variability based on luminance 
mapping and accounts for the cumulative difference in pixels as they vary over time. 
Results are represented in a cumulative annual luminance variability map, similar to a 
luminance picture, and a temporal luminance variability map. The annual variability 
is the “average difference between adjacent hourly and monthly instances”. This 
metric is able to indicate the degree of change in luminance during a year, location 
of this change (annual cumulative map) and the rhythm of change (temporal map). 
Depending on the interest, this method could be alternated to indicate dynamics over 
a shorter period of time or to indicate dynamics of alternative lighting quality aspects. 
To indicate the dynamics of light, multiple measurements are needed. Depending on 
the indicator of interest, the appropriate measurements are conducted as described 
in the previous sections. 



Chapter 1. Introduction 

18 

 

 

 

1.6 A monitoring device for lighting quality 

Various single indicator models are available that aim to describe lighting quality 
directly. However, all models have significant limitations such as measurement dif- 
ficulties, low correlations with the subjective responses and limited validation; as a 
result none of these models is widely used. Therefore, it is suggested to consider 
lighting quality a construct, which can be quantified based on eleven lighting qual- 
ity aspects representing: quantity of light, distribution of light, glare, SPD of light, 
daylight, luminaire characteristics, directionality of light, control, dynamics of light, 
room characteristics, and economics (Table 1.1). 

In this thesis, the focus lies on control applications. Consequently, static param- 
eters such as the luminaire characteristics are avoided as they do not (significantly) 
vary over time. According to Section 1.5, six out of seven variable lighting qual- 
ity aspects, indicated in Figure 1.2, can be measured with a luminance distribution 
measurement device (i.e. a luminance camera, HDR camera), daylight can also be 
described by the other lighting quality aspects. Moreover, the luminance distribution, 
representing the distribution of light, is directly related to the majority of lighting 
quality aspects (Figure 1.1). A luminance distribution measuring device cannot man- 
age to measure the SPD, although algorithms exist that are able to estimate the CCT 
based on image data. However, more than an estimation is not possible as cameras 
are generally limited to three different channels representing red, green, and blue, 
while accurate measurements of the SPD require a multitude of channels, preferably 
for each individual wavelength. Moreover, the luminance distribution is not directly 
related to the SPD. However, this does not imply that the SPD has no significance 
for lighting quality. It is actually an essential component. For instance, the Kruithof 
rule [128] states that the CCT impacts the preferred task illuminance while the task 
illuminance impacts the preferred CCT. Additionally, some lighting quality aspects 
(directionality and dynamics) are seldom measured using the luminance distribution 
and are therefore not mature (yet). 

Concluding, the luminance distribution can be seen as a suitable means to quan- 
tify lighting quality because the luminance distribution enables us to extract multiple 
relevant lighting quality aspects simultaneously and continuously providing a reason- 
able overview of the overall lighting quality. The expected main contributors to 
overall lighting quality: quantity of light, distribution of light and glare are all mea- 
sured with luminance distribution measurement devices. However, it also misses out 
on the highly relevant SPD and the associated variables, which are, in general, rather 
difficult to measure. Nevertheless, alternative solutions to monitor relevant lighting 
quality aspects generally have an even lower applicability, as only a limited number of 
aspects can be extracted. For instance, an illuminance sensor is only able to extract 
one single illuminance value at a specific location within a room. 

In addition to assessing lighting quality, multiple applications in the building 
realm, which can benefit from luminance distribution measurements such as lighting 
control and simulation can be distinguished. 

Nowadays, more and more buildings are applied with smart lighting systems 
and automated daylight systems like automated Venetian blinds and dynamic solar 
shading. Relevant and actual luminance distributions can increase the performance 
of these systems because both the influence of the neighboring environment and the 
fast variations of the sky can be included in the input [129], potentially resulting in 
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Figure 1.2: Lighting quality aspects measured with the luminance distribution, daylight 
is quantified based on the other lighting quality aspects. 

 
 

optimized user comfort and energy performance. 
Moreover, lighting simulation is an efficient way for designing comfortable and 

sustainable lighting conditions in the built environment. However, the reliability of 
the simulation depends, among others, on the quality of the a priori model data. An 
important aspect of daylight simulations is the sky luminance distribution. The Inter- 
national Commission on Illumination (CIE) developed 15 generic sky models repre- 
senting sky luminance distributions for conditions varying from overcast to cloudless 
skies [130], which are very suitable for comparing design decisions under different sky 
conditions. However, these models do not represent the actual luminance distribution 
of the sky for any location and are not sensitive to transient luminance variations 
in different sections of the hemisphere [131]. Due to their generic character these 
models create uncertainties in the lighting simulations, which can be prevented by 
using actual and relevant measured luminance distributions. 

 

1.7 Thesis outline 

This chapter showed that the luminance distribution, represented as a luminance 
map of a room, is a suitable means to quantify and monitor lighting quality. Six 
out off seven relevant variable lighting quality features can be monitored using a 
luminance distribution measurement device. Consequently, it is hypothesized that 
the luminance distribution is a suitable strategy to provide relevant input for lighting 
control systems such as being developed in the ‘OptiLight’ project [132], which this 
thesis is part of. 

However, implementation of the luminance distribution in lighting control sys- 
tems involves numerous challenges. In a lighting control perspective, luminance dis- 
tribution measurements need to be continuous, ubiquitous, and therefore, low cost; 
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it should also provide a reasonable accuracy and should not cause interference with 
office activities. However, luminance distribution measurement devices tend to be 
costly and their operation and calibration is complex. In addition, literature relating 
to continuous measurements of the luminance distribution is scarce while it introduces 
various practical issues relating to interference, privacy and computational costs that 
might obstruct further application in real office environments [133]. Therefore, the 
objective of this study is to validate the hypothesis that the luminance distribu- 
tion is able to provide relevant input for lighting control systems in real living office 
environments. Resulting in the following research questions: 

• How well is lighting quality quantified in real living office environ- 
ments using the luminance distribution to serve as input for lighting 
control applications? 

 

– How is the luminance distribution measured using a camera-based system 
with an accuracy appropriate for lighting control applications? 

 
– How is the luminance distribution measured in a living office environ- 

ment without causing interference, privacy issues and high computational 
costs? 

 
 

The thesis consist of three parts as illustrated in Figure 1.3. The first part, 
measuring the luminance distribution, consisting of Chapters 2 to 4, relates to 
the first sub-research question. This part describes how the luminance distribution is 
measured autonomously and continuously using High Dynamic Range imaging using 
low cost components while maintaining an accuracy deemed suitable for practical 
applications. To further enhance the accuracy, the novel concept of spectral tuning 
was applied as an alternative to the conventional luminance calculation method. The 
aim of spectral tuning was to limit the spectral mismatch without additional hardware 
components 

In addition, for actual implementation in lighting control systems a number of 
practical issues occur. Lighting control systems require continuous input on lighting 
quality; consequently, the luminance distribution needs to be monitored continuously, 
which might result in interference, privacy issues and high computational costs. Three 
practical aspects, which do not have sufficient scientific justification yet, were identi- 
fied that relate to these issues: the spatial resolution, the temporal resolution and the 
measurement position of the luminance distribution measurement device. Therefore, 
recommendations for continuous luminance distribution measurements, 
relating to the second sub-research question, are proposed in Part II. These recom- 
mendations aim to preserve the accuracy while reducing the spatial (Chapter 5) and 
temporal resolution (Chapter 6) to limit privacy issues and high computational costs. 
In addition, an alternative measurement position (Chapter 7), for luminance distri- 
bution measurements, was proposed to prevent interference without compromising 
the relevancy. 

Ultimately, implementation and integration in lighting control systems, such as 
the one being developed in ‘OptiLight’, was pursued to answer the main research 
question and assess the hypothesis. Implementation requires long-term luminance 
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II 

 
 

III 

 
 

distribution measurements in living environments with a low cost and practical lu- 
minance distribution measurement device, to monitor lighting quality continuously 
without privacy intrusion, high computational cost and interference of office workers. 
Moreover, integration with existing lighting control systems should be achieved to 
allow the luminance distribution to provide relevant input. Implementation and inte- 
gration of luminance distribution measurements was subject to Part III, application 
of the luminance distribution, which consists of Chapter 8 and 9. 

 

HDR HDR HDR 
 

Figure 1.3: Structure of Thesis: (I) Measuring the Luminance Distribution, (II) Recom- 
mendations for Continuous Luminance Distribution Measurements, and (III) Application of 
the Luminance Distribution. 
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Part I 
 

Measuring the luminance 
distribution 

 
Chapter 2 describes the development of a practical and autonomous 
luminance distribution measurement device based on a low cost single- 
board computer. The luminance distribution was determined by captur- 
ing High Dynamic Range images and translating the RGB information 
to the CIE XYZ color space. The High Dynamic Range technology was 
essential to accurately capture the data required to determine the lumi- 
nance distribution as it allows to capture luminance ranges occurring in 
real conditions. 

 
Chapter 3 provides an alternative method, which applies spectral tun- 
ing, to calculate the luminance based on High Dynamic Range images. 
This study introduces two optimization criteria incorporating the cam- 
era’s spectral responsivity and the spectral power distribution of the 
illuminant to improve the spectral match. Both criteria are tested by 
means of a theoretical model and empirical data utilizing two cameras 
and three illuminants: LED, halogen and fluorescent light sources. 

 
Chapter 4 applies an alternative model to derive the luminance, which 
was validated in Chapter 3, to six cameras with varying spectral respon- 
sivities using 205 unique spectral power distributions. Based on sim- 
ulations, the measurement performance relative to the luminance and 
melanopic radiance is assessed 

 
 
 
 
 
 

HDR 



 

 

 



25 

 

 

 
 
 
 
 

 

 

CHAPTER 2 
 
 

The Bee-Eye: a practical device to 
measure the luminance distribution 

 
 
 
 
 
 
 
 
 
 

This Chapter is based on: 
Kruisselbrink TW, Aries MBC, Rosemann ALP. A Practical Device for Measuring 
the Luminance Distribution. International Journal of Sustainable Lighting. 2017 
19(1); 75–90. https://doi.org/10.26607/ijsl.v19i1.76 
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quality by practical measurements of the luminance distribution. In: Congress of 
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Chapter 2. The Bee-Eye: a practical device to measure the luminance distribution 
 
 

2.1 Introduction 

As indicated in Chapter 1, the spatially resolved luminance distribution is a valuable 
measure for lighting quality. Moreover, applications such as lighting control and 
lighting simulation can benefit from spatially resolved luminance data as well. 

Previous studies [134, 135] have shown that measurement and representation of 
the luminance distribution continues to be a challenge. Currently available luminance 
distribution measurement methods, sky scanners and cameras with proprietary soft- 
ware, are not suitable for broad market penetration. Sky scanners cannot handle 
fast variations of the sky and have a low resolution [136]. Cameras with proprietary 
software, on the other hand, have an extremely high price. Moreover, calibration and 
post-processing is tedious [49, 137]. 

However, along with technological advancement, it has been shown that it is 
possible to measure the luminance distribution with cheap commercial digital cameras 
using the Red-Green-Blue (RGB) information captured using High Dynamic Range 
(HDR) photography [49, 135, 138, 139], or using dedicated HDR vision sensors [140, 
141]. Unfortunately, these methods require expertise and extensive post-processing. 
Moreover, its accuracy is currently not optimal. 

This chapter describes a method for fast capturing the luminance distribution, 
indoors and outdoors, based on a low cost commercially available camera using HDR 
imaging. Capturing real-time luminance distributions offers possibilities to measure 
lighting quality, improve building automation systems, and help optimizing lighting 
simulations on the run. 

The work described in this chapter aimed to develop a practical and autonomous 
camera-based luminance distribution measurement device using an inexpensive single- 
board computer equipped with a camera and a fisheye lens. The positive asset of 
this device is, in contrast to other measurement devices for the luminance distribu- 
tion, that this method was to be cheap, quick, practical and completely automated. 
Such a practical and autonomous device can provide relevant and real time infor- 
mation on lighting quality when placed in the building realm. This information can, 
subsequently, serve as input for lighting control systems as well as lighting simulation. 

 

2.2 Methods and results 

In order to build a stand-alone device, a single-board computer, Raspberry Pi 3 
model B, was deemed feasible to control the camera, carry out the computations, 
and communicate the results using the on-board Wi-Fi or Ethernet (Figure 2.1). 
The camera functionality was accounted for by the Raspberry Pi Camera Board 
version 2 with a CMOS sensor (Sony IMX219, 3.04 mm, f/2.0) with a maximum 
resolution of 3280 x 2464 pixels, comparable to cameras in smartphones. A miniature 
equisolid-angle fisheye lens, complementary to the Raspberry Pi Camera Board, with 
a measured maximum angle of view of 187° (3mm, f/0.4) was used on top of the 
camera sensor to provide a hemispherical image. In combination with the camera 
board, this lens system has a focal length of 1.13 mm and provided an equisolid- 
angle projection with a field of view (FOV) of 98% of the 180° hemisphere. The total 
costs of the components was approximately 100 Euros. The code, used to automate 
the measurement procedure, was composed in Python 3. 
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Figure 2.1: Components of the Luminance Camera, including a Raspberry Pi 3, Raspberry 
Pi camera board and a fisheye lens. 

 
 

2.2.1 Input settings 
High Dynamic Range (HDR) imaging technology is essential to determine the lumi- 
nance based on digital imaging. The luminance distribution occurring in the real 
world can consist of luminance values in a range of 8 orders of magnitude (typ- 
ically from 10−3 to 105 cd/m2) [142] while standard 8-bit images only capture a 
dynamic range of 1.6 orders of magnitude [46]. The most common method to achieve 
a high dynamic range is the sequential exposure bracketing technique [143]. With 
this technique, simple digital cameras are used to take Low Dynamic Range (LDR) 
photographs with sequential exposure settings to cover the desired dynamic range. 
In order to keep the optical properties constant, it is recommended to only modify 
the shutter speed [143]. 

A measurement setup was designed, providing constant conditions, to determine 
which set of exposures efficiently covered the dynamic range of the real world con- 
ditions (Figure 2.2). A diffuse reflecting target (Kodak Gray Card) was illuminated 
with a lamp in an otherwise completely dark lab room with black interior surfaces. 
The lamp (Halogen, 220V, 650W) was dimmed by applying AC voltages in steps of 
20V (within the range from 100V to 260V). In addition, the lamp was placed at four 
positions in order to achieve a range of luminance values (30 to 4500 cd/m2) at the 
target, baffles were applied to prevent direct light entering the camera. The lumi- 
nance of the target was measured with a Hagner Universal Photometer S2 ( 5%) and 
simultaneously photographed by an OmniVision OV5647 CMOS sensor (Raspberry 
Pi camera module V1) with shutter speeds ranging from 17, 000−1 s to 2 s (f/2.9, 
ISO-100). The influence of the monitor light was negligible since only a full-screen 
window with a black background (terminal) was opened during the measurements. 
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Based on the under/over-saturation of the digital images, empirical relations (Orange 
line in Figure 2.3), representing the minimum and maximum luminance, were deter- 
mined, which described the luminance range of the different exposure values (EV). 
The EV is a logarithmic combination of the shutter speed (t) and aperture (N ) as 
indicated in Equation 2.1. These empirical equations allowed to generate a nine-step 
exposure sequence to capture High Dynamic Range images. It has previously been 
shown that the quality of an HDR image does not significantly increase with a higher 
number of exposures [143]. 

 
EV = log2 N 2 

(2.1) 
t 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Curtain 

 
 
 
 
 
 

Figure 2.2: Measurement setup to relate luminance to shutter speed. Measurements were 
conducted in a completely black room illuminated by a single light source that was dimmed 
and placed at multiple positions. Baffles were applied to prevent direct light entering the 
camera. 

 
Based on the relation between the EV and the luminance range, as shown in 

Figure 2.3, exposure values ranging from 4 to 19 EV in steps of approximately 1.8 
EV were determined to be used by the camera system, as shown in Table 2.1. Addi- 
tionally, the shutter speeds, translated to the properties of the Raspberry Pi camera 
system are displayed. The upper limit of 18.8 EV represents the fastest shutter speed 
of the camera. This sequence guaranteed that, except for the extreme values, each 
possible luminance value was captured by at least two exposures, with a theoretical 
maximum luminance of approximately 70,000 cd/m2. 

Preliminary tests with the exposure sequence showed that a number of exposures 
were always under- or over-saturated. For high luminance scenes, exposures 1 and 2 
turned out to be always completely over-saturated, while for low luminance scenes, 

Target Drapes 

Baffle 1 Position 1 

Baffle 2 Position 2 

Position 3 

Position 4 
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Figure 2.3: The empirical relation between luminance and Exposure Values. The lu- 
minance range of each exposure of the camera system is indicated by the orange lines 
representing the minimum and maximum luminance. 

 
Table 2.1: Exposure sequence applied to the Raspberry Pi camera (v2) system to capture 
the dynamic range occurring in the real world. Exposures 1 and 2 might over-saturate while 
exposure 8 and 9 might under-saturate. 

 
Exposure EV Shutter Speed [µs] 

1 4.3 200,000 
2 6.2 55,556 
3 8.0 16,129 
4 9.8 4,608 
5 11.6 1,314 
6 13.4 369 
7 15.2 104 
8 17.1 28 
9 18.8 9 

 
 

exposures 8 and 9 were always completely under-saturated. Therefore, the exposure 
sequence was further optimized by leaving out the first or last two exposures depend- 
ing on the specific conditions. This way, the quality of the HDR images increased and 
the influence of transient processes was limited (reduced exposure time). The most 
applicable sequence was determined by conducting the core of the exposure sequence 
(exposure 3-7) and subsequently assessing the level of saturation of the 7th exposure. 
When an area of exposure 7 was (almost) saturated exposure 8 and 9 were conducted 
instead of exposure 1 and 2 and vice versa (Figure 2.4). 

Digital images captured according to the determined exposure sequence were 
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transformed into a single HDR image by the command-line HDR builder for the 
Raspberry Pi (hdrgen), originally developed by Ward [144]. This process uses the 
HDR (.hdr) format with RGBE encoding with a depth of 32 bits, providing a suffi- 
cient dynamic range (76 orders of magnitude [46]). The HDR format has a relative 
step size, the relative difference between adjacent values, of 1.0% [46, 145]. This 
format was readable using the OpenCV library (Version 3) and Imaging Processing 
Toolbox using Python and MATLAB, respectively. Ward’s HDR builder was able 
to approximate the specific camera response curve using radiometric self-calibration 
[49, 146, 147]. The camera-specific response curve, resembling a logaritmic response, 
was approximated in accordance with the method described by Reinhard et al. [46], 
by determining the camera response curve for three scenes and averaging the results 
into one final response curve that was used for all subsequent luminance measure- 
ments. Measurements with another Raspberry Pi camera board showed that the 
differences between response curves of two similar camera boards were limited to a 
maximum absolute difference of 2% and a maximum relative difference, for very low 
exposures, of 60%, and an average relative difference of 12%. The larger differences 
were mainly present for exposures in the darkest 30%. 

 

Core 

 

Low Luminance High Luminance 

 

 

 
Figure 2.4: Formation of High Dynamic Range image, combination of exposure sequence, 
containing core exposure and high or low luminance exposures, and camera response curve 
into one HDR image. 
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2.2.2 Luminance calculation 
The luminance was determined based on the floating point RGB values of an HDR 
image. In order to determine the luminance, the RGB color space was converted to 
the CIE XYZ color space. An important property of the CIE XYZ color space is 
that  the  color  matching  function  ȳ(λ)  is  equal  to  V (λ),  the  sensitivity  curve  of  the 
human eye for photopic vision. In other words, the Y channel indicates the incident 
radiation weighted by the sensitivity curve of the human eye [148], which represents 
the luminance. The translation of RGB values to the Y tristimulus value was per- 
formed according to the protocol described by Inanici [49]. By applying a conversion 
matrix depending on the primaries and the white point, the RGB tristimulus values 
were translated into equivalent XYZ tristimulus values. The primaries are stored in 
the EXIF data of the HDR image, while the white point, depending on the CCT, can 
be extracted from tables [46], or calculated according to three equations as described 
by Schanda [149]. 
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Figure 2.5: Deviation from actual luminance due to fixed CCTs, illustrating the deviation 
that occurs when reference CCTs of 3,000 K, D65 and 14,000 K are used including the 
combined reference CCTs. 

 
All variables of the conversion matrix except the CCT are constant. The exact 

CCT for each condition was not determined since it is an extensive process. Most 
studies developing a luminance distribution measurement device assumed a constant 
CCT [49, 139, 148, 150], mostly 6,504 K, corresponding to standard illuminant D65, 
to determine the white point. Such an approach results typically in significant lumi- 
nance errors, as the assumption of a constant CCT (i.e. constant white point) can 
cause deviations up to 17.9% in the conversion matrix for CCTs far from 6,504 K. 
This methodological error comes on top of uncertainties caused by noise etc. Alter- 
natively, the luminance distribution monitoring device being developed here, is able 
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to conduct the calculations in accordance with three reference CCTs, each with its 
own conversion matrix, to limit this methodological error. Next to CIE standard 
illuminant D65, reference CCTs of 3,000 K and 14,000 K were proposed, reducing 
the maximum methodological error from 17.9% to 5.4% (Figure 2.5). This error in 
luminance was calculated by alternating the actual white point, relevant for the con- 
version matrix, based on the CCT compared to the white points associated with the 
three fixed CCTs. The white point was calculated based on Judd’s daylight phases 
[151], which is calculated differently for CCTs <4000 K and >7000 K. The CCT of 
3,000 K was suitable for luminance measurements indoors (warm white), illuminant 
D65 for overcast skies (daylight white), and the CCT of 14,000 K for clear blue skies. 
The switching point, based on the daylight phases (Figure 2.5), between 3,000 K and 
D65 was at a CCT of 6,000 K and the switching point between D65 and 14,000 K was 
at a CCT of 8,600 K. When conducting measurements, the most suitable reference 
CCT was selected by the user (Section 2.2.4). 

The primaries, originating from the HDR files’ EXIF data, and the calculated 
white points, led to the color space conversion matrices as displayed in Table 2.2. 
The luminance was calculated by extracting the CIE Y tristimulus value, leading to 
a simple linear equation to calculate the luminance (L), with photometric calibration 
factor k and primaries R, G, and B. For the three ranges of CCT used in this study 
the luminance is calculated according to Equations 2.2-2.4. 

 
Table 2.2: Variables of conversion matrices to translate RGB to XYZ for reference CCTs 
3,000 K, 6,504 (D65) and 14,000 K. In contrast to the primaries the white points are de- 
pendent on the CCTs, resulting in three conversion matrices. 

 
Reference CCT 3,000 K 6,504 K(D65) 14,000 K 
R Primary (x;y) 
G Primary (x;y) 
G Primary (x;y) 
White Point (x;y) 

 
 
 

0.3300; 0.3454 

0.64; 0.33 
0.3; 0.6 

0.15; 0.06 
0.3127; 0.3291 

 
 
 

0.2637; 0.2732 

Conversion Matrix 
0.4497     0.3536     0.1521 
0.2319     0.7073     0.0608 
0.0211     0.1179     0.8008 

0.4121     0.3577     0.1804 
0.2125     0.7154     0.0721 
0.0193     0.1192     0.9499 

0.3075     0.3615     0.2963 
0.1585     0.7230     0.1185 
0.0144     0.1205     1.5603 

 

L3,000K = k · (0.2319 · R + 0.7073 · G + 0.0608 · B)  (2.2) 
LD65 = k · (0.2125 · R + 0.7154 · G + 0.0721 · B) (2.3) 

L14,000K = k · (0.1585 · R + 0.7230 · G + 0.1185 · B)  (2.4) 

To determine the CIE Y tristimulus value accurately, all pixels require a vi- 
gnetting correction. The vignetting effect of a lens refers to light fall-off at the 
periphery of the lens [135, 148, 152]. Especially fisheye lenses exhibit noticeable light 
fall-off, visible by the gradual darkening towards the corners of the image. Cauwerts 
et al. showed that some fisheye lenses can exhibit 73% light fall-off at the periphery 
of the lens [153]. The vignetting effect is a non-linear radial effect along the image 
radius of the lens and is often approximated by a polynomial function. It has a radial 
symmetric character, whereby the polynomial function can be used to determine the 
vignetting effect for all pixels of an image [153, 154, 155]. The applied fisheye lens, 
in this thesis, had a radial symmetric character as well, despite that a minor por- 
tion of hemispherical view was not captured by the sensor. Therefore, the vignetting 

  
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correction, the reciprocal of the vignetting effect, was approximated by an empirical 
equation along the image radius. 

The vignetting effect of the miniature lens was determined in an Ulbricht’s sphere 
(Ø 700 mm). According to theory, such integrating spheres create a uniform lumi- 
nance distribution over its inner surface ( 1%) [156]. The vignetting effect along the 
image radius was determined by dividing the luminance with the maximum lumi- 
nance, which was the luminance close to the camera zenith. The vignetting correc- 
tion was measured along the diameter of the image. The radial symmetry of the lens 
allowed to determine a function only along the image radius. This process was re- 
peated multiple times to limit measurement uncertainties, since the vignetting effect 
displayed some minor differences under ‘constant’ conditions. In contrast to previous 
research [49, 153, 157], the vignetting filter was not described by a polynomial func- 
tion. Curve fitting to an exponential function showed the best match. Fitting to a 
second-degree exponential function resulted in the function as described in Figure 2.6, 
with a R2 = 0.99. In order to extract an applicable function outliers were neglected. 
The outliers at a distance of approximately 700 pixels from the image center were 
caused by an irregularity of the sphere. Some outliers were exhibited at a distance of 
1300 pixels, the very last pixels of the hemispherical image, due to darkening caused 
by the image border. Figure 2.6 shows that the luminance at the lens’ periphery 
was 47% (1/2.1) of the luminance in the lens’ center in case no vignetting filter was 
applied. Application of the approximated vignetting function limited the maximum 
vignetting effect, which was exhibited outside the visual field of a user (at 180°), to 
14% and the average vignetting to 0.02%. Consequently, the vignetting effect was not 
completely eliminated. Nevertheless, the reduction of the vignetting effect increased 
the measurement accuracy close to the periphery significantly. With this equation 
as derived from Figure 2.6, a post-process correction filter was defined, containing a 
vignetting correction factor for each individual pixel. 

In a last step, a photometric calibration was required to accurately extract the 
luminance from the HDR image. This linear calibration factor k related the CIE Y 
tristimulus to the real photometric quantity luminance. The calibration factor was 
determined for a gray (ρ = 0.18) and a white (ρ = 0.90) sample of Kodak Gray Cards 
under various conditions the measurement device is to cover. The samples were placed 
in front of the camera and were measured with the Hagner Universal Photometer S2 
( 5%) while the CIE Y tristimulus value was calculated with the camera system. 
This calibration process was repeated multiple times to avoid a calibration factor 
based on a single unrepresentative measurement. The final calibration factor was 
the average of all calibration measurements. Preferably, the device is calibrated in 
advance, for each measurement using the respective light source. 

 
2.2.3 Image projection 
In addition, to the vignetting effect, fisheye lenses exhibit distortions due to their 
extremely short focal length. The projection lines that do not pass through the 
center of the image are strongly bent, resulting in an angle of view up to and over 
180° but with a lower resolution and large distortions at the lens’ periphery [158]. 
Tohsing et al. suggested a straightforward method to describe the projection image 
of a fisheye lens by relating the elevation angle to the image radius using curve fitting 
[139]. This relation is described in Equation 2.5 with ri as the image radius of the 
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Figure 2.6: The vignetting effect and correction function (y) as approximated in the 
Ulbricht Sphere. 

 
 

pixel, c as focal length, and Ei as the polar angle, being the opposite of the elevation 
angle. 

 

ri = 2c · sin(Ei/2) (2.5) 

Equation 2.5 relates every pixel to the elevation as well as to the azimuth angle. 
With a coefficient of determination (R2) of 0.9994, the curve fitted equation was able 
to accurately determine which pixel represented what part of the photographed scene. 
For the maximum resolution, the camera projection as seen from sensor midpoint can 
be described by 2c = 1813 pixels or 2c = 2.26 mm. 

Four identical lenses were compared to assess the variability between lenses. 
There was no significant difference found between the projection equations of four 
lenses of the same type and brand. An 180° angle was represented by a image radius 
of ri of 1292, 1282, 1282 and 1282 pixels, respectively. 

To provide input for automated operation it is not always necessary to get lumi- 
nance information for each individual pixel due to the overly great spatial resolution 
and sheer amount of data. Therefore, an alternative suggestion is to use a subdivision 
as proposed by Tregenza [159], which is shown in Figure 2.7. Inspired by Figure 2.7 
the practical luminance distribution measurement device developed in this chapter 
has been titled the Bee-Eye, this name will be used from this point onward. 

Tregenza’s subdivision provides the luminance distribution of a hemisphere in a 
limited amount of samples (145) while ensuring enough resolution to prevent major 
information losses for daylight applications. Only small details inbetween the samples 
might be missed, this was a trade-off with the complexity [159]. The single-board 
computer ran a script developed to map the Tregenza subdivision on the image sensor 
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using the projection equation (Equation 2.5), only very minor errors were introduced. 
Subsequently, the single-board computer determined the average luminance of each 
Tregenza sample by considering all pixels within it. The camera system was bound 
to an aspect ratio of 4:3 since the focal length was not customizable, resulting in a 
98% field of view (FOV) (Figure 2.7). 

 

 
Figure 2.7: Tregenza’s subdivision in relation to a hemispherical image captured with the 
Bee-Eye. Due to the fixed focal length, only 98% of the hemispherical view was captured. 

 
The applied image resolution was chosen based on the resulting file size, the 

processing time, and the accuracy of the Tregenza sample mapping, which led to a 
resolution of 901 pixels horizontally and 676 pixels vertically, instead of 3280 and 
2464 pixels, respectively. With this resolution, 95% of each Tregenza sample was 
represented by whole pixels. Moreover, this resolution is of the same order as recom- 
mended by evalglare [68]. Consequently, the projection equation (Equation 2.6) was 
scaled to this resolution. 

Depending on the application of the Bee-Eye it can be chosen to output the 
Tregenza subdivision. However, for some scenarios it might be beneficial to output 
the complete luminance distribution, or a certain luminance-based metric, such as 
the desktop luminance. Therefore, three separate tracks are defined on the Bee-Eye, 
utilizing identical image resolutions, which is further elaborated in Section 2.2.4. 

r  = 1813 · sin 
  Ei   

·  901   
= 498.0 · sin 

  Ei   
(2.6) 

 
2.2.4 Processing 
The Bee-Eye was automated using a Python script, providing a high amount of 
flexibility. The program was structured as shown in Figure 2.9 and contains three 
distinctive tracks, which outputs the raw HDR image, the Tregenza subdivision or 
a undefined luminance metric, respectively. The program was designed as an infinite 
loop, which conducted a measurement every 5 minutes until interrupted by the user. 
Nevertheless, the measurement interval is easily adapted (minimum of 30s). 
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Process HDR Tregenza Metric 
1. Preparations 1.0 1.0 1.0 
2. Capture Exposures (Dark/Bright) 9.6/9.0 9.6/9.0 9.6/9.0 
3. Form HDR Image 5.3 5.3 5.3 
4. Calibrate HDR Image 0.8 0.8 0.8 
5. Calculate Luminance - 0.2 0.2 
6. Extract Luminance Data - 1.9 0.1 
7. Upload Data 2.2 1.39 1.0 
8. Idle 281.1/280.5 279.8/279.2 281.9/281.3 
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Table 2.3: Processing time, in seconds, of separate processes in the Python script, for the 
three alternative tracks using the Bee-Eye. 

 

 
 

To program was activated by a batch script on the personal computer. The 
program is structured as follows: First, the the most suitable image sequence is 
captured, based on the saturation level of the 7th exposure. Excessive luminance 
values, indicated by an over-saturated 9th exposure, will prompt the program to 
abort and conduct a new measurement in line with the measurement interval. If 
successfully, the exposure sequence is merged to a single HDR image using hdrgen. 
The HDR image is calibrated based on a predefined calibration factor determined 
using gray cards and a luminance meter. Moreover, the vignetting correction is 
applied. So far, the three tracks are identical. In case of the HDR output, the HDR 
is uploaded to the personal computer (or server) using Secure Shell (SSH) connection. 
This first track of uploading a HDR image takes approximately 20s as illustrated in 
Table 2.3. For the other tracks, the luminance distribution is calculated locally on the 
Bee-Eye. As a default, the luminance is calculated using Equation 2.3, which can be 
considered the conventional method [49]. However, the user is able to switch, at any 
time, between the alternative methods applying a CCT of 3,000 K or 14,000 K using 
a physical interface. In practice, this occurred seldom. Subsequently, it is chosen 
whether the Tregenza subdivision or an alternative luminance metric is calculated 
based on the luminance distribution. The output of either the Tregenza subdivision 
or the luminance metric is uploaded to a computer/server using SSH, also taking 
approximately 20s (Table 2.3). In the context of HDR imaging, a duration of 20s is 
neither quick or slow. For building automation applications, this duration might be 
too slow for some occasions. 

 

Figure 2.8: Measurement setup representing gray and colored targets to quantify the 
measurement accuracy. One gray target was placed at the right-hand border. 
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Figure 2.9: Flowchart representing the automated luminance distribution measurement 
using the Bee-Eye. Three measurement tracks are distinguished delivering: the raw HDR 
image, the Tregenza subdivision or a luminance metric. 

 
 

2.2.5 Accuracy 
The accuracy of the monitoring device was measured according to the method de- 
scribed by Inanici [49]. Two gray Kodak cards were used additional to an uncalibrated 
gray scale and an uncalibrated color scale. Except for one gray card, all color scales 
were placed in the center of the image. The remaining gray card was placed close to 
the periphery of the image to address the potential gradient in accuracy along the 
radius due to the vignetting effect (see Figure 2.8, on the far right), which was not 
corrected perfectly (Section 2.2.2). The luminance was measured with the Hagner 
Universal Photometer S2 as well as determined by the Bee-Eye. Based on a CCT 
measurement taken with the Konica Minolta illuminance spectrometer CL-500A, the 
most suitable reference CCT was determined and used. The accuracy was indicated 
by relating the physical measurement to the monitoring results of the Bee-Eye. This 



38 

 

 

Chapter 2. The Bee-Eye: a practical device to measure the luminance distribution 
 
 

process was repeated for multiple scenes under different indoor (n = 2) and outdoor 
(n = 3) conditions. 

A selection of the measured data is shown in Figure 2.10 and 2.11. Other accuracy 
measurements showed similar results for different luminance ranges. The measure- 
ments had an average error of 10.1% for a range of 3 to 18,000 cd/m2. The average 
errors for the gray and colored targets were 8.0% and 12.5% respectively. The ac- 
curacy measurements also showed that the Bee-Eye was not suitable for very high 
luminance values (e.g. sun or reflections of the sun) due to saturation of the shortest 
exposure, which led to errors in the HDR assembly and, subsequently, to invalid re- 
sults. This is a limitation of integration sensors, as opposed to logarithmic response 
cameras. The exact luminance that saturated the shortest exposure could not be 
determined but was assumed to be in the range between 18,000 and 70,000 cd/m2. 
The lower end of this range represents the highest luminance measured during the 
tests; the higher end of this range represents the maximum luminance associated with 
the applied EV derived from Figure 2.3. 
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Figure 2.10: Measured accuracy for an indoor condition with a CCT of 6,370K, the error 
bars indicate the measurement accuracy of the Hagner Universal Photometer. Kodak M 
represents the grey card in the middle of the image, while Kodak B represents the grey card 
at the border of the image. 

 
It was expected that close to the periphery of the sensor the measurement error 

would increase because the vignetting correction could not completely account for the 
light fall-off as indicated in Figure 2.6. The results supported this hypothesis (Figure 
2.10 and 2.11), the errors close to the border (Kodak B) of the sensor were significantly 
higher than at the center of the image (Kodak M); it displayed an average error of 
27% at the periphery compared to 8% in the center. It is assumed that this error 
applies to the very last pixels along the radius because in this region the impact of the 
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Figure 2.11: Measured accuracy for an outdoor condition with a CCT of 6,170K, the error 
bars indicate the measurement accuracy of the Hagner Universal Photometer. Kodak M 
represents the grey card in the middle of the image, while Kodak B represents the grey card 
at the border of the image. 

 
 

vignetting effect became significant. For the other pixels, the vignetting effect was 
much smaller and therefore had a lower impact on the overall measurement accuracy. 

 

2.3 Discussion 

This chapter showed that it was possible to construct a continuous luminance dis- 
tribution measurement device, titled the Bee-Eye, using low cost components with a 
practical accuracy. Most importantly, it provided applied theory and methods that 
can be used to built a luminance distribution measurement device. 

The established exposure sequence had two variations to minimize the number of 
saturated exposures. It was developed in such a way that the entire range of possible 
luminance values was captured. The accuracy of the HDR image, and hence the 
accuracy of the Bee-Eye, can be improved by tuning the exposure sequence to the 
specific lighting situation of the measured scene. Moreover, it turned out that the 
shortest exposure possible was not able to capture the luminance of the sun and its 
direct reflections. The luminance of the sun was several orders of magnitude greater 
than the maximum luminance that could be captured with this exposure sequence. 
The accuracy was validated to 18,000 cd/m2 because no higher luminance had been 
measured during the accuracy measurements. Although, calculations showed that 
the estimated maximum luminance is approximately 70,000 cd/m2. With the chosen 
measurement setup it was not possible to reach higher luminance values on the tar- 
gets (color scales). These targets were required to assure that the same luminance 

Average Error = 6.9% 

Average Error Gray = 6.8% 

Average Error Color = 7.1% 
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was measured by the Hagner Universal Photometer and the Bee-Eye. The exposure 
sequence was translated into an HDR image using hdrgen developed by Ward [144]. 
The settings were assumed constant for all situations, which means that for some 
conditions the settings might not have been optimal. 

The camera response curve was approximated with hdrgen, and therefore it did 
not represent the actual camera response curve. The maximum relative difference 
between the camera response curves of two cameras of the same brand and type 
was 60% with an average relative difference of 12%. Therefore, the applied camera 
response curve cannot be applied for other Raspberry Pi camera boards without 
consideration. 

Additionally, identical camera lenses were compared. The maximum relative 
difference was 0.18%, therefore the lenses were found to be equal. The developed 
code can be used to measure the luminance distribution, with an acceptable accuracy, 
using another lens of the same type and brand. 

The luminance calculation was based on the similarity between the tristimulus 
value Y and the sensitivity curve of the human eye for photopic vision (V (λ)). There- 
fore, the measurement device can only be applied to situations where photopic vision 
occurs, thus for luminance values greater than 3 cd/m2 [160]. 

To calculate the luminance accurately using an RGB HDR image,  the CCT, 
or spectral power distribution, of the light source is required. A default CCT of 
6500 K (D65) is a good solution when the main light source is daylight. However, 
for CCTs far from 6500 K (i.e., very blue sky) this might lead to methodological 
errors up to 18%. In this study, three reference CCT’s were suggested to limit this 
error to approximately 5%. A downside of this is the required user intervention, 
which was barely used in practice, an alternative solution is proposed in Chapter 3. 
This intervention will result in some uncertainties, possibly increasing the inaccuracy. 
However, the maximum methodological error will never exceed 18%, a range which 
was deemed appropriate for a practical measurement device [49, 161]. 

The vignetting effect was not completely accounted for, as some variance was 
exhibited between the different measurements. The vignetting effect extremely close 
to the periphery was only limited to approximately 14%. However, most of the 
relevant information is extracted from the center of the image, and not from its 
extreme boundaries. On average the vignetting effect was reduced to only 0.02%, 
which significantly improves the usability of the camera-lens system with had limited 
capabilities due to light fall-off. 

The time required to a single measurement was approximately 20 s using this 
specific resolution. For this study, measurements were performed every 5 min. The 
time required to take the LDR images was the time that the device was actually 
vulnerable to transient conditions. This was approximately 9 s, compared to 3 min 
required for a sky scanner [162, 163, 164], and 1-2 min for HDR camera system 
measurement [136]. 
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2.4 Conclusion 

The luminance distribution measurement was conducted locally using a Raspberry Pi 
as a single-board computer, which was able to perform all measurements and calcu- 
lations automatically, titled the Bee-Eye. The Bee-Eye can operate autonomously, 
providing either the raw HDR image, the Tregenza subdivision or another luminance- 
based metric. The best performance was achieved when the user selected the suitable 
reference CCT at the start of the measurement and changing this when the condi- 
tions had changed. The results were automatically digitized and uploaded to a server 
or computer. The accuracy of the device falls within an acceptable range with an 
average error ranging from 5.1% to 15.1% and an average error range of 3.0% to 
13.0% and 7.5% to 17.5% for respectively gray and colored targets. All of this was 
achieved with low costs components ( 100 Euros). 

The Bee-Eye in its current form was validated within a limited performance range. 
Reliable results could only be guaranteed within a luminance range from 3 to 18,000 
cd/m2. Measurements showed that for extremely high luminance values the results 
became invalid due to saturation of the shortest exposure. 

The device can potentially be further optimized by applying some additional 
improvements that are subject to further research. 

In this research, two different exposure sequences were used, being the optimal 
exposure sequence for a limited set of conditions. To improve the quality of the 
HDR image it is recommended to determine the exposure sequence specifically for 
each condition. This prevents saturated images, meaning that all nine exposures are 
evenly distributed within the occurring luminance range. 

The current device was limited to a maximum luminance of 18,000 cd/m2. This 
was because high luminance values lead to saturation of the shortest exposure. The 
shutter speed cannot be further reduced but a neutral density filter is a feasible 
solution [157]. This way the current dynamic range can be shifted towards longer 
exposures and the shorter exposures can be used to capture higher luminance values. 
Disadvantages are that for darker conditions the exposure time becomes significantly 
higher, whereby the influence of transient processes increases. This can potentially 
be accounted for by adding an extra camera to the Bee-Eye and capturing exposures 
in parallel. 

Finally, the luminance was calculated based on conversion matrices for the trans- 
lation of the sRGB color space to the CIE XYZ color space, which might not always 
be suitable. The accuracy was already improved by differentiating between three 
alternative equations representing different CCT ranges. However, as an alternative, 
the camera’s spectral RGB responsivity could be directly transformed to the V (λ) to 
reduce the methodological errors introduced by the current method, which is subject 
to the research presented in Chapters 3 and 4. 
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3.1 Introduction 

It was already indicated that the luminance distribution provides valuable informa- 
tion on lighting quality, which can be measured using HDR imaging devices such as 
the Bee-Eye (Chapter 2). To calculate the luminance, the RGB color space is gen- 
erally converted to the XYZ color space using conversion matrices, resulting in r, g, 
and b weighting factors, dependent on the color primaries and white point. However, 
Chapter 2 showed that this can introduce significant methodological errors. 

Generally, the sRGB color space, a device independent color space, is assumed 
in these conversions from RGB to XYZ because this color space is used in most 
applications such as internet and printing applications [46]. This assumption means 
that this color space is expected to provide a reasonable approximation of the camera 
sensor’s spectral responsivity [49, 142]; however, Ramanath [165] states that “the 
data captured by the sensor is in the color space of the camera and has little to 
do with colorimetric (human) values”. Moreover, Wu et al. [140] indicate that the 
spectral responsivity of the camera can have severe disparity with the RGB color 
space as manufacturers aim to achieve compelling colors. The sRGB color space is 
a rendered or output-referred color space designed for an output medium [46, 165], 
while HDR images are scene-referred images because the pixels are directly related to 
the radiance of the captured scene [46]. An HDR image cannot be displayed without 
tone-mapping, which can be considered the transformation of a scene-referred to an 
output-referred image [166]. 

HDR images are generally formed by merging multiple output-referred images. 
Hdrgen, the common HDR builder, requires JPEG or TIFF files with an 8-bit depth 
per channel [144]. During the imaging pipeline for output-referred images, multiple 
corrections and transformations are applied to achieve a visually appealing image 
[165] but losing valuable information. To account for this information loss, radiomet- 
ric calibration, based on the camera response curve, is required, which directly relates 
the HDR pixel values to the scene irradiances [147], while also accounting for propri- 
etary corrections in the image pipeline. Moreover, Lenseigne et al. [167] showed that 
the spectral responsivity of the HDR image has large similarities, including the effect 
of white balancing, to the raw spectral responsivity of the camera, indicating that 
the color space of the HDR image is camera dependent and not necessarily similar 
to the spectral sRGB responsivity. 

Additionally, the sRGB color space can theoretically lead to negative RGB values, 
as it assumes negative sensitivities for certain wavelengths in the visible spectrum to 
prevent information losses, while this is physically not feasible for a three-channelled 
camera. Summarized, the assumption of the sRGB color space seems not fitting to 
calculate the luminance. As a result, it is hypothesized that the r, g, and b weighting 
factors based on the sRGB color space transformation, hereafter referred to as the 
conventional method, will result in significant spectral mismatches. 

Secondly, the conventional method is dependent on the SPD. The white point, one 
of the conversion matrix’ parameters, is reliant on a standard illuminant, for sRGB 
this is standard illuminant D65. The white point is the chromaticity that corresponds 
to the image area that is perceived as white for a specific illuminant [58]. Chapter 
2 showed that this white point is CCT reliant, and hence SPD dependent, causing 
significant deviations in luminance values further from the CCT of the standard 
illuminant (Figure 2.5). 
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Moreover, the CIE [168] states that using a photometer with a spectral respon- 
sivity that differs from the spectral luminous efficiency function for photopic vision 
(V (λ)) gathers incorrect measurements. Nevertheless, the measurements can be cor- 
rected with a spectral mismatch correction factor when the relative SPD of the light 
source and relative spectral responsivity of the photometer are available. It is indi- 
cated that this is very important for narrow band illuminants such as LEDs, implying 
that the SPD can influence the spectral performance of a sensor. Furthermore, Cai 
[169] performed identical conventional luminance measurements, using HDR, under 
different types of illuminants and found significant differences in accuracy as was 
earlier hypothesized by Cai and Chung [143]. Therefore, the second hypothesis is 
that the optimal r, g, and b weighting factors depend on the relative spectral power 
distribution of the illuminant. 

In the literature, a number of studies were found that optimized camera systems 
to capture spectral efficiencies as accurate as possible. Borisuit et al. [170, 171] sug- 
gested applying an optical filter of the sensor to match the V (λ) and the circadian 
sensitivity function C(λ), resulting in spectral mismatch errors of 8.3% and 10.4%, 
respectively. Similarly, Wu et al.[140] developed an optical filter to match V (λ) by 
minimizing the least error in the l2 norm space using a pool of 256 bandpass filters. 
Additionally, to further optimize the spectral match, the r, g, and b weighting fac- 
tors were also determined using the least error in the l2 norm space, leading to a 
limited spectral mismatch of only 8.9% instead of the original 52.9%. Alternatively, 
Geisler-Moroder and Dür [172] optimized the r, g, and b weighting factors by solving 
a Gramian matrix to approximate the C(λ) based on rendered HDR images. Never- 
theless, the relative errors were all greater than 5%. Similarly, Cauwerts et al.[173] 
optimized the color transform matrix, for photometric measurements, by minimizing 
the least square error in the XYZ color space using 18 color samples lit by an incan- 
descent light source, resulting in a mean absolute percentage error of 3.4% instead 
of 4.4%. Also Fliegel and Havlin [174] optimized the V (λ) match by minimizing the 
mean squared error of a single exposure resulting in a 10% deviation in luminance 
for standard illuminant A. 

To assess the hypotheses, the weighting coefficients, analogous to the conversion 
matrices in Chapter 2, are optimized according to a theoretical model introducing 
the spectral responsivity of two cameras and the SPDs of three illuminants: LED, 
halogen and fluorescent, respectively. Moreover, the theoretical model is validated 
with empirical data. Based on the measurement accuracy of the theoretical model and 
the empirical data both hypotheses are assessed, indicating whether the luminance 
can be calculated in a more accurate manner compared to the conventional method 
described in Chapter 2. 

 

3.2 Theoretical model 

Two optimization criteria are developed for an image-based system, in addition to the 
conventional method, with the objective to improve the accuracy of the luminance 
measurement. This is achieved by improving the spectral match of the cameras rela- 
tive spectral responsivity by tuning the r, g, and b weighting factors in the luminance 
calculation. Additionally, one performance indicator is proposed which helps to assess 
both optimization criteria and the conventional method, similarly and independently. 



46 

 

 

1 

1 

1 

1 

1 

· J 

380nm 

f t  =   380nm     rel  

Chapter 3. Spectral tuning of luminance cameras 
 
 

3.2.1 Conventional method 
For the conventional method, the luminance (Lconv or LD65) is calculated based on 
a linear combination of the RGB coefficients using fixed r, g, and b weighting factors 
according to Equation 2.3 (page 32), which resembles the luminous efficiency curve 
V (λ). These coefficients are originating from the transformation of the sRGB to 
XYZ color space “based on the reference primaries, CIE standard illuminant D65, 
and standard CIE Colorimetric Observer with 2° field of view” [49] as elaborated in 
Chapter 2. 

 
3.2.2 Optimizations 
Two different optimization criteria are developed to optimize the spectral match 
between the relative spectral responsivity srel(λ) of the camera and the 10 degree 
V (λ) curve, as recommended by CIE committee W-1.3.1 [149], because it is more 
representative for the human eye compared to the 2 degree V (λ) function. Both 
criteria aim to find the optimal r, g, and, b weighting factors. 

 
Criterion 1 

The first optimization criterion is based on the commonly used General V (λ) Mis- 
match Index f t [168], which is an indicator used to specify the spectral properties 
of photometers for general measurements. The f t 

index is suitable for a general de- 
scription of the photometers’ performance describing the relation between the V (λ) 
and the approximated V (λ) of the photometer. However, this index, in the current 
use, is only appropriate for SPDs similar to standard illuminant A. In this study, the 
f t 

index is applied to luminance cameras, since one image pixel originating from the 
luminance distribution can be considered as a single reading from a spot luminance 
meter. Equations 3.1 and 3.2 describe the f t 

index for the nth relative SPD φn(λ) 
and relative spectral responsivity srel(λ) of the camera based on the normalized spec- 
tral  responsivity  function  s∗

rel.  The  f t   index  is  determined  for  the  visible  spectrum 
ranging from 380 nm to 780 nm. 

J 780nm φ 
 
(λ) · V (λ)dλ 

s∗
rel (λ) = s rel 

380nm 
780nm 

380nm 

n 

n(λ) · s 
 
 
rel 

 
(λ)dλ 

(3.1) 

J 780nm|s∗ (λ) − V (λ)|dλ 
1 J 780nm V (λ)dλ 

 

For cameras, the relative spectral responsivity srel(λ) is a summation of the rela- 
tive spectral responsivity for the R(λ) , G(λ), and B(λ) tristimuli, respectively, with 
weighting factors r, g, and b (Equation 3.3), analogous to the conventional method to 
calculate the luminance. A normalization factor Nr,g,b is applied such that the area 
under srel(λ) is equal to the area under V (λ) (Equation 3.4). This factor does not 
have any physical meaning but is applied to make srel(λ) independent of energy/area 
differences between different combinations of R(λ) , G(λ), and B(λ) such that only 
the effect of the improved spectral match is shown. 

φ 
(λ
 

(3.2
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srel(λ) = (r · R(λ) + g · G(λ) + b · B(λ)) · Nr,g,b (3.3) 
 
 

780nm 
380nm 

 
rel (λ)dλ 

To limit the spectral mismatch of srel(λ) relative to the V (λ) the r, g and b 
weighting factors are optimized to minimize the f t 

index according to Equation 3.5. 
It was chosen to limit the weighting factors to a range of zero to one with increments of 
0.01 under the constraint that r + g + b = 1. Extension of the range, i.e. r + g + b > 1, 
has no effect since it results in similar optimizations with different normalization 
factors (Nr,g,b). 

 

 

arg min f 
t 
(r, g, b), subject to : 

r ∈ (0, 1) 
g ∈ (0, 1) 
b ∈ (0, 1) 
r + g + b = 1 

 
 

(3.5) 

 
Criterion 2 

Criterion 2 aims to match the V (λ) weighted SPD with the srel(λ) weighted SPD, 
where criterion 1 merely aims to optimize the V (λ) match. Therefore, the root mean 
square of the absolute difference between the V (λ) weighted SPD and the srel(λ) 
weighted SPD is calculated for each 1 nm increment according to Equation 3.6. The 
r, g, and b weighting factors are optimized such that the root mean square of this 
difference is minimized according to Equation 3.7. This optimization criterion can 
only be used relatively. 

 
 

∆φRMS = 

1 
780nm − 380nm 

 
 

780nm 

380nm 

 
|φn(λ) · V (λ) − φn(λ) · srel(λ) · Nr,g,b|2 dλ (3.6) 




r ∈ (0, 1) 

arg min ∆φ 
 
RMS (r, g, b), subject to : g ∈ (0, 1) 

b ∈ (0, 1) 
r + g + b = 1 

(3.7) 

 
3.2.3 Performance indicator 
To assess criterion 1 and 2, independently, a performance indicator is introduced that 
defines the relative difference with the physical luminance. The relative difference in 
luminance δL,n is calculated based on the difference between the V (λ) weighted SPD 


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(Equation 3.8) and the srel(λ) weighted SPD (Equation 3.9, including photometric 
calibration factor k) according to Equation 3.10. 

  780nm 

 

Lsrel,n = k · 
780nm 

 
380nm 

φn(λ) · srel(λ) dλ (3.9) 

δ =  |Lsrel,n − LV,n|  (3.10) 
L,n  

 

Lsrel,n 
 

3.2.4 Input Characteristics 
The input required for the optimizations are the spectral responsivity of a camera for 
the R, G and B channels and the SPD of the respective illuminant. In this research, 
optimizations were performed for two different camera sensors, Sony IMX219 (Cam 
1) and OmniVision OV5647 (Cam 2), respectively, with known spectral responsivities 
in the range of 400 nm to 700 nm with 1 nm increments originating from Hufkens 
[175], including white balancing, as shown in Figure 3.1. Additionally, three different 
illuminants; LED (φ1), halogen (φ2) and fluorescent (φ3) were used, which are also 
shown in Figure 3.1. The SPDs of the illuminants were measured with a Konica 
Minolta CL500a as elaborated in Section 3.3.1. 

 

3.3 Methodology 

To validate the previously described models, measurements were conducted with Cam 
1 and Cam 2 using identical SPDs. Therefore, luminance distribution measurements 
were conducted with Cam 1 and Cam 2, while simultaneously point luminance mea- 
surements were conducted as a reference. The luminance, using the cameras, was 
calculated according to the conventional method, theoretical optimization of crite- 
rion 1, and theoretical optimization of criterion 2. Eventually, the performance of 
the methodologies was compared with the point luminance measurements according 
to Equation 3.10. 

 
3.3.1 Measurement setup 
The measurements were conducted in a dark windowless room (4.4 m x 3.6 m x 2.7 
m) containing a lightbox. The lightbox (Figure 3.2), measuring 1.2 m wide, 0.8 m 
deep and 0.8 m high, with a diffusely reflecting white painted interior (ρi = 0.85) was 
placed on a table in the middle of the room. The lightbox was consecutively fitted 
with three illuminants, an LED (Philips Smartbalance tunable white RC484B) at 
4400K, a halogen (Philips IR 250CH 250W), and a fluorescent illuminant (Freshlight 
Pure light 32W), respectively, with properties according to Figure 3.1 and with lumi- 
nance ratios between the minimum and maximum luminance within the entire scene 
of approximately 1:2250, 1:1400 and 1:1000, respectively. Baffles were applied for the 
halogen and fluorescent illuminants to prevent direct light on the camera sensor that 
might cause overflow. 
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Figure 3.1: Spectral responsivities of the Red, Green and Blue channels of Cam 1 and 
Cam 2. Moreover, the SPDs of the LED (black), halogen (brown) and fluorescent illuminant 
(orange) are illustrated. 

 
 

To indicate the effect of the illuminant’s SPD, the luminance should be measured 
with a minimum of spectral disruptions to preserve the original SPD. Therefore, 
10 grey samples were applied because it is impossible to measure the luminance of 
the illuminant directly. The targets were successively placed at the back wall in the 
middle of the lightbox. Grey targets have a relatively uniform spectral reflectance, by 
applying 10 different samples we intended to limit the effect of the imperfect uniform 
reflectances. The reflectances of these samples were 0.12, 0.18, 0.26, 0.28, 0.38, 0.41, 
0.43, 0.74, 0.90, and 0.93, respectively. 

Point luminance measurements were conducted with a Konica Minolta LS-100 
luminance meter with an accuracy of 2% and a general V (λ) mismatch of 8%. 
Moreover, luminance distribution measurements were performed with two camera 
sensors, Sony IMX219 (Cam 1) and Omnivison OV5647 (Cam 2), respectively, com- 
bined with a fisheye lens (FOV 187°) and single-board computer controlled over SSH 
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with an average accuracy ranging from   5% to    20% as indicated in Chapter 2. 
Both devices were calibrated in advance. The camera settings were fixed and identi- 
cal for both cameras as far as possible (Table 3.1). HDR images were captured using 
the first measurement track of the Bee-Eye as illustrated in Figure 2.9. Overflow was 
automatically detected, although it did not occur due to the baffles. Post-processing 
was done using MATLAB r2017a and consisted of luminance calculations and ad- 
ditional calibrations. The LS-100 ( 2%) and the luminance cameras were placed, 
side by side, at 1.5 m from the respective grey sample while being focused at the 
centre of the grey sample. The measurement setup is further elaborated in Figure 
3.2 and Figure 3.3. The SPDs of the illuminants, shown in Figure 3.1 and Figure 
3.4, were measured in advance of each individual measurement in the middle of the 
lightbox using a Konica Minolta CL500A illuminance spectrophotometer with an ac- 
curacy of 2% and a general V (λ) mismatch of 1.5%. These SPD measurements also 
functioned as input for the theoretical model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.2: Measurement setup with the sample indicated in Orange, P1-P3 represent the 
measurement positions of the three devices. 
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Table 3.1: Camera settings, including minimum and maximum exposure value (EV ). 
 

 Cam 1 Cam 2 
Model Sony IMX219 Omnivision OV5647 
Aperture (N ) f/2 f/2.9 
Resolution 901x676 901x676 
ISO 100 100 
White Balance 1.3,1,1.3 1.3,1,1.3 
EVmin 4.3 5.1 
EVmax 18.8 19.4 

 

 
Figure 3.3: Measurement setup with the three measurement positions aligned. The bottom 
images represent the luminance masks corresponding to the area measured by the LS-100 
luminance meter. 

 
 

3.3.2 Protocol 
In total, 90 measurements were simultaneously conducted for all three devices. The 
measurements were conducted simultaneously because some minor variations were 
exhibited during the measurements with the illuminance spectrophotometer for the 
halogen illuminant mainly. Three positions (P1 – P3) were located at 1.5 m from 
the sample as shown in Figure 3.2 and Figure 3.3. To account for the potential 
differences between measurement positions the equipment was rotated such that each 
device has conducted a luminance measurement for each condition (10 samples and 
3 illuminants) at all three positions. Hence, each condition was measured thrice, 
resulting in a total of 90 measurements. 

 
3.3.3 Analysis methods 
Each luminance distribution measurement provided one single HDR image to which 
a luminance mask identical to the opening angle of LS-100 luminance meter (Fig- 
ure 3.3) was applied. Based on the HDR image, the luminance was calculated for 
each illuminant, the conventional method and both optimizations, by applying the 
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respective r, g and, b weighting factors originating from the theoretical optimization 
found in Table 3.3. An individual photometric calibration (Equation 3.9, k) was ap- 
plied for each camera and method (conventional, criterion 1, and criterion 2). This 
calibration factor was developed such that the average measured results were equal 
to the average expected results for the conventional method, criterion 1 and, crite- 
rion 2, respectively. Subsequently, inferential statistical methods such as one-sided 
and two-sided unpaired student t-tests with a confidence interval of 95% were ap- 
plied. Moreover, Lin’s Concordance Correlation Coefficient (ρc) was used to indicate 
the accuracy and precision (variability) relative to the reference measurement (Sec- 
tion 8.2.6). In contrast to Pearson’s correlation coefficient, ρc is able to assess both 
precision (variability) and accuracy (bias) [176]. 

 

3.4 Results 

In this section, the results of the theoretical model, or the expected results, and the 
measurement results both generally indicated by the performance indicator repre- 
senting the relative difference in luminance (Equation 3.10) are shown. Additionally, 
a comparison between the results, using inferential statistics, is presented. 

 
3.4.1 Theoretical model 
Table 3.2 displays the average results of the optimizations according to the theoretical 
model calculated using MATLAB r2017a, with the average optimized r, g, and b 
weighting factors, the General V (λ) Mismatch Index f t  

(Equation 3.2), the root 
mean square of the difference between V (λ) and srel(λ) weighted SPDs (∆φRMS, 
Equation 3.6) and the relative difference in luminance (δL, Equation 3.10). The 
table indicates that both the f t 

and ∆φRMS were improved for both optimizations. 
However, on average the δL generally did not improve, while the average standard 
deviation was reduced, indicating an improved precision. 

 
Table 3.2: Average theoretical optimization results, for the conventional method, criterion 
1 and criterion 2, using LED, Halogen and Fluorescent illuminants (SD between brackets) 
for Cam 1 and Cam 2. 

 
 r g b ft ∆φRMS δL 1 

Cam 1 Conv. 0.2125 0.7154 0.0721 42.9% (0.2%) 9.8% (2.3%) -7.3% (9.8%) 
 Crit. 1 0.10 (0.02) 0.90 (0.02) 0.00 (0.00) 37.3% (0.2%) 8.1% (1.9%) -7.7% (5.3%) 
 Crit. 2 0.07 (0.05) 0.93 (0.05) 0.00 (0.00) 37.7% (0.6%) 8.0% (1.9%) -9.3% (3.0%) 

Cam 2 Conv. 0.2125 0.7154 0.0721 36.6% (3.2%) 8.1% (3.2%) -4.6% (10.5%) 
 Crit. 1 0.08 (0.02) 0.93 (0.02) 0.00 (0.00) 25.9% (0.1%) 6.1% (2.0%) -3.5% (5.3%) 
 Crit. 2 0.10 (0.07) 0.90 (0.07) 0.00 (0.00) 26.6% (0.06%) 5.6% (2.5%) -5.5% (4.6%) 

 
The theoretical optimization results are illustrated per wavelength in Figure 3.4. 

The dashed black line highlights the weighted SPD with a perfect V (λ) match. As 
clearly seen, the conventional method, but also the optimizations, differ notably 
from this perfect V (λ) match, as already indicated by the effectively large f t 

values 
in Table 3.2. Moreover, the results of the optimizations, for the LED and halogen, 
using criteria 1 and 2 were rather similar; for the fluorescent illuminant, the differences 
were more distinct. In most cases, the optimizations achieved a better spectral match 



53 

 

 

R
el

at
iv

e 
R

ad
ia

nt
 P

ow
er

 
R

el
at

iv
e 

R
ad

ia
nt

 P
ow

er
 

R
el

at
iv

e 
R

ad
ia

nt
 P

ow
er

 

3.4. Results 
 
 

than the conventional method. Cam 2 achieved a better fit, mainly around 525 nm, 
because the spectral responsivity of Cam 2 for the green channel was more compact 
as illustrated in Figure 3.1. 

The optimization results for the individual illuminants, cameras and methods are 
presented in Table 3.3 and Figure 3.4. The relative spectral sensitivities of Figure 
3.4 were achieved using the r, g, and b weighting factors displayed in Table 3.3. 
The weighting factors differ significantly compared to the weighting factors of the 
conventional method. The main difference related to the conventional method is in 
the weighting factor of the blue sensitivity, which was zero for both optimizations 
and 0.0721 for the conventional method. Additionally, the weighting factors for the 
halogen illuminant are very different compared to the LED and fluorescent illumi- 
nant. In contrast to Table 3.2, the performance of the optimized weighting factors 
provided a higher accuracy indicated by a lower δL because the results are absolute 
and separated per illuminant. The expected improvements were the highest for the 
halogen illuminant; moreover, camera 2 showed larger improvements than camera 1. 

 

Cam 1 - LED 
1 

Cam 2 - LED 
1 

 
0.5 0.5 

 
0 
400 450 500 550 600 650 700 

Wavelenght in nm 
Cam 1 - Halogen 

1 

0 
400 450 500 550 600 650 700 

Wavelenght in nm 
Cam 2 - Halogen 

1 

 
0.5 0.5 

 
0 
400 450 500 550 600 650 700 

Wavelenght in nm 
Cam 1 - Fluorescent 

1 

0 
400 450 500 550 600 650 700 

Wavelenght in nm 
Cam 2 - Fluorescent 

1 

 
0.5 0.5 

 
0 
400 450 500 550 600 650 700 

Wavelenght in nm 

0 
400 450 500 550 600 650 700 

Wavelenght in nm 
 

Figure 3.4: The relative spectral sensitivities weighted by the SPDs (dotted) the theoretical 
conventional method (black), criterion 1 (brown), criterion 2 (orange) and perfect V (λ) 
match (dashed). 

 
 

3.4.2 Measured Results 
Based on the HDR images captured during the measurements, the luminance was de- 
termined for the conventional method and the optimizations. For the optimizations, 
the r, g, and b weighting factors were originating from the theoretical optimization 
presented in Table 3.3. 

Figure 3.5 illustrates the relative difference in luminance (δL) for the two cameras 
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 δL,conv rf t 
1 

gf t 1 
bf t 1 

δL,f t 
1 

rRMS gRMS bRMS δL,RMS 

Cam 1 LED 14.0% 0.12 0.88 0.00 12.2% 0.11 0.89 0.00 12.1% 
 Halogen 7.2% 0.07 0.93 0.00 0.0% 0.00 1.00 0.00 5.0% 
 Fluorescent 14.0% 0.11 0.89 0.00 10.7% 0.10 0.90 0.00 10.5% 
 Average 11.6% 0.10 0.90 0.00 7.6% 0.07 0.93 0.00 9.2% 

Cam 2 LED 12.1% 0.09 0.91 0.00 7.8% 0.12 0.88 0.00 8.3% 
 Halogen 10.3% 0.05 0.95 0.00 4.0% 0.01 0.99 0.00 1.0% 
 Fluorescent 11.9% 0.09 0.91 0.00 6.6% 0.18 0.82 0.00 9.3% 
 Average 11.3% 0.08 0.92 0.00 6.1% 0.10 0.90 0.00 6.2% 
 

Chapter 3. Spectral tuning of luminance cameras 
 

Table 3.3: Expected absolute results for Cam 1 and Cam 2, individually represented for 
the relative difference in luminance according to the conventional method (δL,conv ), criterion 
1 (δL,f t ) and criterion 2 (δL,RMS ). 

 

 
compared to the point luminance measurements conducted with the Konica Minolta 
LS-100. Additionally, the absolute luminances measured with the Konica Minolta 
LS-100 are displayed. Figure 3.5 shows that the relative difference in performance 
between the three different methods was relatively constant for the 10 samples. Only 
camera 2 exhibited substantial differences in performance between samples under the 
fluorescent illuminant. Moreover, the relative differences found between illuminants 
and cameras were substantially different. Both luminance cameras exhibited the 
lowest performance for the halogen illuminant; furthermore, the optimizations even 
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Figure 3.5: The relative difference in luminance from camera-based luminance measure- 
ments compared to point luminance measurements for the conventional method (black), 
criterion 1 (brown) and criterion 2 (orange). Results are averaged based on the three dif- 
ferent measurement orientations and ranked according to the spectral reflectance (low to 
high). 

L 
L 

L 

Lu
m

in
an

ce
 in

 c
d/

m
2  

L 

Lu
m

in
an

ce
 in

 c
d/

m
2  

Lu
m

in
an

ce
 in

 c
d/

m
2  

Lu
m

in
an

ce
 in

 c
d/

m
2  



55 

 

 

1 1 

f 1 

1 1 

1 1 

3.4. Results 
 
 

had a negative effect on the relative difference in luminance for the halogen illuminant 
compared to the conventional method. The other illuminants, except the fluorescent 
illuminant for camera 2, show an improved performance. 

The average performance of the optimizations for the respective illuminants and 
cameras, with error bars representing the standard deviation, is shown in Figure 3.6. 
It shows that the results for the LED and fluorescent illuminants, for both cameras, 
were rather similar. A small improvement of δL was achieved for both optimizations 
relative to the conventional method. However, for the halogen illuminant, the differ- 
ence was higher and in the opposite direction. As a result, the average results for 
camera 1 and 2 did not show an improvement because the improvement of the LED 
and fluorescent illuminant was compensated by the deterioration under the halogen 
illuminant. The results between camera 1 and camera 2 were relatively analogous 
with the exception that for camera 1 the optimization according to criterion 1 was 
generally having a more pronounced effect, where for camera 2 the optimization ac- 
cording to criterion 2 was more pronounced. 
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Figure 3.6: Error bar plots of the average δL separated by illuminant and camera. The 
error bars represent the standard deviation. The black error bars represent the measured 
results and the orange error bars represent the expected results 
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3.4.3 Comparison 
Based on the theoretical method introduced in Section 3.2 we were able to formulate 
expectations of our measurement results. However, the expected results, as indicated 
in Figure 3.6, did not exactly match the measured results. Based on a t-test, it was 
also found that the measured δL for all samples (illuminants, cameras and methods) 
were significantly different (p < 0.001) compared to the expectations. Nevertheless, 
the trend between the measured and the expected values were very much alike, almost 
as if a shift in relative differences was enforced. To elaborate on these trends, the 
relative differences between the conventional method and the two optimization cri- 
teria were further illustrated in Figure 3.7. Figure 3.7 maintains the hypothesis that 
the trend between the expected and measured performance was much alike. How- 
ever, for Cam 2 some larger differences were found for the halogen and fluorescent 
illuminants. The majority of the measured relative differences were visually similar 
to the expected relative differences (Figure 3.7). However, a t-test showed that all 
measured differences were significantly different (p < 0.001) from the expectations. 
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Figure 3.7: The relative difference in luminance between the conventional method and 
optimizations, criterion 1 (black) and 2 (orange), respectively, according to the theoretical 
model and measurements. The error bars represent the standard deviation. 

 
Additionally, Table 3.3 showed that the optimizations according to criterion 1 

and criterion 2 were expected to have an improved performance compared to the 
conventional method, as indicated by a lower δL. Therefore, a t-test was applied to 
evaluate whether criterion 1 and 2 had a significant lower measured δL for the three 
illuminants and two cameras compared to the conventional method. The p-values 
in Table 3.4 show that both optimizations for the LED illuminant performed signifi- 
cantly better than the conventional method. Similarly, the improvements thanks to 
the optimizations for the fluorescent illuminant were significant for Cam 1. 
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Table 3.4: P-values of a one-sided t-test (X − Y < 0) with X as the conventional method 
and Y as criterion n as measured in the lightbox with a confidence interval of 95%. 

 
 LED Halogen Fluorescent 

Cam 1 Criterion 1 < 0.001 1.00 < 0.001 
 Criterion 2 < 0.001 1.00 < 0.001 

Cam 2 Criterion 1 < 0.001 1.00 0.49 
 Criterion 1 < 0.001 1.00 1.00 

 
 

Using an alternative approach, the differences between optimization methods and 
the conventional method were analyzed using Lin’s Concordance Correlation Coeffi- 
cient and the result is presented in Figure 3.8. Nearly all combinations had an almost 
perfect (< 0.99) agreement with the reference measurement. However, only a substan- 
tial (< 0.95 − 0.99) agreement was achieved for all conventional methods for camera 1 
and all measurements with the halogen illuminant. A t−test was implemented to test 
whether the correlation (ρc) was significantly higher for the optimizations according 
to criterion 1 and 2 than for the conventional method. To conduct this test, normally 
distributed data (truncated to 0 1) was generated with ρc as mean and the standard 
deviation based on the confidence interval. Based on the p values in Table 3.5 it 
can be concluded, for Cam 1, that both criteria 1 and 2 for the LED and fluorescent 
illuminants performed better than the conventional method, similar as found in Table 
3.4. Again, this was not the case for the halogen illuminant. Contrary to Cam 1, 
the results in Table 3.5 for Cam 2 were not identical to the results found in Table 
3.4. The correlation of criterion 1 under the fluorescent illuminant and of criterion 2 
under the halogen illuminant were significant better than the conventional method, 
whilst Table 3.4 did not find a significant difference. 

 
Table 3.5: P-values of a one-sided t-test (X − Y > 0) with X as ρc originating from the 
conventional method and Y as ρc originating from criteria n with a confidence interval of 
95%. 

 
 LED Halogen Fluorescent 

Cam 1 Criterion 1 < 0.001 1.00 < 0.001 
 Criterion 2 < 0.001 1.00 < 0.001 

Cam 2 Criterion 1 < 0.001 0.999 < 0.001 
 Criterion 1 < 0.001 0.035 1.00 

 
For a majority of cases, the two optimization criteria provided similar results 

indicating that one of the two might be redundant. However, a t-test (Table 3.6) 
showed that δL of criterion 1 and criterion 2 were significantly different except for 
the samples measured under the LED illuminant. 

Similar differences were found for the Concordance Correlation Coefficients be- 
tween criteria 1 and 2 using a t-test as shown in Table 3.7. However, in contrast to 
Table 3.6, the difference for camera 2 under the LED illuminant was also significant. 



58 

 

 

LED Halogen Fluorescent 
Cam 1 0.104 < 0.001 < 0.001 
Cam 1 0.073 < 0.001 0.005 

LED Halogen Fluorescent 
Cam 1 0.391 < 0.001 0.033 
Cam 1 < 0.001 < 0.001 < 0.001 
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Figure 3.8: Lin’s concordance correlation coefficient of cameras 1 and 2 relative to the 
three illuminants and the conventional method, criterion 1 and criterion 2. 

 
Table 3.6: P-values of a two-sided t-test (X − Y  /= 0) with X as δL for criteria 1 and Y as 
δL for criteria 2 with a confidence interval of 95%. 

 

 

Table 3.7: P-values of a two-sided t-test (X − Y /= 0) with X as ρc originating from criteria 
1 and Y as ρc originating from criteria 2 with a confidence interval of 95%. 

 

 
3.5 Discussion 

This chapter showed that image-based luminance distribution measurements can be 
improved by optimizing the r, g, and b weighting coefficients based on the camera’s 
spectral responsivity and the SPD of the respective illuminant. It was hypothesized 
that both these aspects could improve the accuracy of the luminance distribution 
relative to the conventional method. This was tested using a theoretical model and 
validated with empirical data originating from the measurements. 

The results of the theoretical model showed that the conventional method intro- 
duces significant spectral mismatches up to approximately 40% (Table 3.2), as was 
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also indicated by Wu et al.[140]. The DIN 5032 Part 7 [177] distinguishes four per- 
formance categories, classes L, A, B, and C, for the General Spectral V (λ) Mismatch. 
The maximum f t index for each class is 1.0%, 1.5%, 3.0%, and 5.0%, respectively, 
emphasizing the significance of a mismatch of 40%. As a result, the relative difference 
in luminance, found for the conventional method, can also be considered significant. 
However, on average, the optimizations did not always improve the relative difference 
in luminance, as indicated in Table 3.2, but a small increase in the spectral match 
was achieved. This is because these optimizations were bound to the fixed spectral 
responsivities R(λ), G(λ) and B(λ), which sets limitations to the optimizations. 

However, the results, per illuminant shown in Table 3.3, showed that the opti- 
mized r, g, and b weighting factors based on the SPD improved the accuracy as was 
hypothesized.   In  correspondence  with  Geisler-Moroder  and  Dür  [172]  the  relative 
error, for the theoretical model, was generally higher than 5%. Table 3.3 also shows 
that for these specific cameras the B channel was not required because especially the 
G channels show large similarities to the V (λ). Nevertheless, this match is far from 
perfect, therefore, it is corrected by the R channel as the peak of the G channels 
are below 555 nm. Additionally, energy in the blue area, which has relatively little 
relevance for V (λ), is still captured due to the large overlaps between the spectral 
responsivities of the G and B channels. Thus, making the correction even suitable for 
a high blue content illuminants such as daylight. Moreover, substantial differences 
were found between the different optimization criteria, depending on the camera and 
illuminant. Nevertheless, both criteria perform better than the conventional method. 
It was found that criterion 1 is a robust optimization as indicated by less variation 
in r, g, and b weighting factors, while criterion 2 generated less spread in the relative 
difference in luminance. 

The measurement results also showed differences between the two cameras. For 
instance, Cam 2 had lower relative differences in luminance compared to Cam 1, 
for the conventional method. This indicated that the spectral mismatch of Cam 2 
was lower than Cam 1, as shown by the results of the theoretical model (37% to 
43%, Table 3.2). Apparently, the spectral responsivity of Cam 2 was more similar 
to sRGB responsivity than Cam 1; nevertheless, the errors that were introduced are 
still substantial. During the optimizations, incorporating the spectral responsivity of 
the camera, lower spectral mismatches were achieved, always resulting in improved 
accuracies. The lowest spectral mismatch corresponds to the highest performance 
(Table 3.2). Hence, there is strong evidence that the conventional method introduces 
spectral mismatches at the expense of the measurement accuracy. 

The measurement results showed that the performance of Cam 1 and Cam 2 under 
the LED and fluorescent illuminant were significantly improved for both illuminants 
(Table 3.4), except for Cam 2 under the fluorescent illuminant using optimization 
criterion 2, likely due to measurement noise amplified by the narrow bandwidth of 
the fluorescent SPD. Moreover, Table 3.4 also indicates that the optimizations could 
not improve the performance of both cameras under the halogen illuminant, it even 
resulted in a decreased performance. However, for the halogen illuminant this can be 
explained by methodological issues, described later in this section. In contrast to the 
theoretical model, there is only limited evidence to acknowledge that the SPD has 
an effect on the optimal r, g and b weighting factors. 

Also, the measurement results, shown in Figure 3.5, showed some differences 
between criterion 1 and 2, albeit smaller than in the theoretical model. Nevertheless, 
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the differences were generally significant (Table 3.6). These relative differences are in 
correspondence to Fliegel and Havlin (10%) [174], but significantly higher than found 
by Cauwerts et al.[173] who used DSLRs and an extensive calibration process. For 
Cam 1, criterion 1 seems to perform slightly better, aside from the halogen illuminant, 
while for Cam 2 criterion 2 seems to perform better. 

Both the theoretical model and the empirical data provided some evidence that 
both hypotheses can be accepted. However, the relative differences in luminance for 
these two approaches differed significantly (Table 3.4), against expectation. Visually 
(Figure 3.6), the trends of improvement look rather similar for the theoretical and 
practical method, indicating that the relative difference in luminance was shifted, 
for instance, due to the calibration factors applied to the empirical data. However, 
inferential statistics showed that the trend was significantly different as well (Figure 
3.7). There are a number of potential explanations for the differences between the 
two methodologies, both at the theoretical side as well as at the practical side. 

The model on which the expected results were based is a simplified model that 
does not account for the image pipeline. During this image pipeline, multiple cor- 
rections are introduced such as demosaicing, gamma correction, and color trans- 
formation to achieve a visually pleasing image. During the HDR building process, 
these corrections are partly corrected by the camera response curve. However, the 
camera response curve was in this case, and also typically, approximated using the 
algorithm by Mitsunaga and Nayar [147] using hdrgen. Approximation errors in this 
function can lead to both a decrease or increase relative to the expected results. 
Moreover, the cameras exhibited noise that might have compromised the accuracy 
which was not accounted for in the theoretical model. For the theoretical model, 
the spectral responsivities of Cam 1 and Cam 2 (Figure 3.1) were taken from the 
specifications sheets [175]. The spectral responsivities of Cam 1 [178] and Cam 2 
[146] were also measured, by third parties, using monochromators. Some differences 
can be found, mainly around 700 nm the responsivities from the specifications sheets 
are much higher. This might be caused by inconsistencies between cameras of the 
same manufacturing and model. For this exact reason, in best practice, the camera 
response curve is determined for each individual sensor [49]. However, this might 
also be caused by a potentially applied infrared filter, which seems not present in the 
specification sheets. This can explain why large differences were found between the 
theoretical model and empirical data, especially for the halogen illuminant that had 
a lot of energy in this area. Due to the assumed high spectral responsivity in the red 
area, low weighting factors were applied for the R channel. In the case of an infrared 
filter, this leads to an underestimation of the red light, which is, in fact, exhibited 
for the underestimated halogen in Figure 6. Therefore, we can conclude that the 
contradicting results for the halogen illuminant are caused by the inconsistent input 
instead of an inadequate optimization algorithm. After all, the theoretical model 
(Table 3.3) showed improvements for all illuminants. Consequently, when possible, 
it is advised to measure the spectral responsivity of the camera instead of using the 
specification sheets. 

Moreover, due to practical reasons, the measurements could not exactly replicate 
the theoretical model. Instead of direct measurements of the illuminant, indirect 
measurements, using 10 different grey samples, were applied, introducing a spectral 
responsivity that was not always perfectly uniform. These indirect measurements 
were chosen because direct measurements of the illuminant led to luminance values 
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that were too high to capture using luminance cameras. Additionally, light sources 
are not completely uniform. As a result, it was not possible to compare the absolute 
luminance values of the theoretical model with the measured luminance; nevertheless, 
the relative difference in luminance could be compared. Grey targets were used to 
disrupt the SPD of the illuminant as little as possible. For instance, using colored 
targets would add an additional level of complexity, as this would also introduce 
the spectral reflectance, which is also variable over the space, next to the spectral 
responsivity and the SPD of the illuminant. Moreover, the reference luminance mea- 
surements using the Konica Minolta LS-100 had an uncertainty of   2%, according 
to the specifications, which might have caused these differences. 

Additionally, a photometric calibration factor was applied to the empirical data 
to limit the inaccuracies introduced in the hardware. It was found that the calibration 
factor, besides the average luminance, also influenced the standard deviation of the 
relative luminance. Therefore, it can be concluded that this calibration factor had 
a large effect on the measurement results. The calibration factor can be determined 
in multiple ways. In this research, it was chosen to calibrate the luminance cameras, 
for all methods, such that the average relative difference in luminance was similar to 
the expected relative difference in luminance. This allowed us to examine the relative 
differences in luminance and its trends for each individual illuminant. 

Even though this study aimed to answer the fundamental questions whether the 
spectral responsivity and the SPD of the illuminant should be integrated in the lu- 
minance distribution measurement, the practical aspects should not be neglected. It 
can be argued that instead of optimizing the r, g, and b weighting factor, the easy 
solution would be to apply a calibration factor to each individual camera, similar to 
the work performed by Jung and Inanici [179], and/or the illuminant, especially for 
ad hoc measurements. However, this requires an additional measurement device to 
take the calibration measurements when the conditions change. This is a consider- 
ation for the end user, related to the desired accuracy. The optimizations stated in 
this research could be implemented and automated on the luminance camera, the 
only requirement is that the spectral responsivity of the camera is measured once, 
or extracted from databases [180], and that information is acquired about the SPD. 
We envision that such a system can be used during long-term measurements such 
as conducted in Chapter 8 and/or in lighting control systems as illustrated in Chap- 
ter 9. This means that the luminance camera has a fixed position, which would 
generally mean that there is one fixed SPD, the luminaires, with the addition of a 
variable daylight SPD. To account for these SPDs, some measurements are required, 
but these are not more extensive then general commissioning. Also, a number of 
studies have already proven that it is possible to estimate the illuminant based on 
camera readings [181, 182, 183]. Alternatively, one could chose to only implement the 
spectral responsivity of the camera, which is proven to improve the accuracy [173]. 
Moreover, these optimizations have a physical basis where a photometric calibration 
only corrects faulty measurements. Ultimately, a combination of both would achieve 
the highest accuracy because the optimizations are also not able to achieve a perfect 
spectral match. Another possibility is to improve the spectral match by applying 
an optical filter, which has proven that low spectral mismatches can be achieved 
[140, 170], which are not feasible with the digital corrections presented in this study. 
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3.6 Conclusion 

The theoretical model and the empirical data showed that the spectral responsivity of 
a camera had an impact on the accuracy of the luminance measurement. Therefore, 
it can be concluded that the r, g and b weighting factors originating from the sRGB 
color space can lead to significant mismatches; however, these mismatches can be of 
different scale depending on the camera and its spectral responsivity. 

Moreover, we found substantial evidence that the SPD had an influence on the 
accuracy of the luminance distribution. Generally, the r, g, and b weighting factors 
originating from an optimization including the SPD led to an improved performance. 
Only the measurements under the halogen illuminant resulted in a decreased perfor- 
mance; however, this was caused by inaccuracies in the applied spectral responsivities 
of the camera close to 700 nm, which did not contain an infrared filter. Nevertheless, 
the optimization algorithms in this study seem to work. After all, the theoretical 
model showed improvements for all illuminants. 

Two optimization criteria were developed that performed significantly different, 
incorporating the spectral responsivity and the SPD, however, criterion 1 performed 
better on average. Nevertheless, it could not be concluded which criterion was most 
suitable for what situation. 

For further assessment, it is recommended to generalize these conclusions by 
performing similar measurements with and without daylight (high blue content) using 
different cameras that have a significantly different spectral responsivity (Chapter 4), 
allowing different scales of potential improvement. Also, a different approach should 
be developed to improve the theoretical model such that cameras can be analysed 
quickly and on a large scale. 

Implementation of these optimizations can be complex, especially implementing 
the effect of the illuminant can be complicated. For long-term measurements it 
is relevant to implement the spectral responsivity of the camera and/or the SPD 
of the illuminant because these conditions do not allow to perform a photometric 
calibration for each individual measurement. Ultimately, the end user needs to make 
the consideration what method to use. However, for ad hoc measurements it might 
be more practical to use the conventional method with an additional photometric 
calibration. 
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Chapter 4. HDR for luminance and melanopic radiance: cameras and SPDs 
 
 

4.1 Introduction 

The luminance distribution, relevant for high quality lighting (Chapter 1), can be 
measured using camera-based systems as indicated in Chapter 2. Nevertheless, the 
accuracy and applicability of these camera systems can still be improved. Chapter 3 
showed that fixed r, g, and b weighting factors to calculate the luminance, accord- 
ing to the conventional method, can have a negative impact on the measurement 
accuracy as they can introduce significant spectral mismatches due to its underlying 
assumptions. As a result, different cameras, with different spectral responsivities, 
might perform differently in terms of luminance distribution measurements. 

Moreover, the applicability of luminance cameras can be extended by measuring 
other spectral sensitivities such as α-opic radiances that are found to be relevant for 
the Non-Image Forming (NIF) effects of light [184]. Especially, the melanopic radi- 
ance, impacting the melanopsin containing intrinsically photosensitive retinal gan- 
glion cells (ipRGCs) can be considered important as this results in biological and 
behavioural effects of light [18]. However, the integration process of the different 
α-opic radiances is not understood completely yet. Therefore, it is recommended to 
provide all α-opic quantities (n = 5). This system is currently also adopted by the 
CIE [184]. 

The objective of this chapter is to model the performance of six different cameras 
in relation to luminance measurements using HDR imaging. Moreover, we explore 
to what extent the accuracy of each camera can be improved by using an alternative 
luminance model, incorporating the spectral responsivity and the SPD as introduced 
in Chapter 3. To improve the applicability of these camera-based systems, for human 
centric lighting applications, the alternative model was also applied to explore the 
feasibility of measuring α-opic radiances using HDR imaging. In this study, only 
the melanopic radiance was assessed using the six different cameras as a proof of 
principle. 

 

4.2 Methodology 

Six commercially available cameras were selected, ranging from high-end Digital Sin- 
gle Lens Reflex-cameras (DSLRs) to simple smartphone cameras with, visually, sig- 
nificantly different spectral responsivities. Their spectral responsivities were selected 
from 400 nm to 700 nm with steps of 10 nm. The green and blue channels of the 
cameras are illustrated in Figure 4.1. Cameras 1, 2, 3, and 6 represent DSLRs, Cam 
4 represents a mobile phone camera and Cam 5 represents a point and shoot camera. 
The spectral responsivities originate from a database by Jiang et al. [180] and were 
measured with a PR-655 spectrometer ( 1nm, 2%) in combination with an inte- 
grating sphere and monochrometer. The spectral responsivities of HDR images were 
considered identical to the cameras’ raw spectral responsivity [167]. Additionally, 205 
SPDs, as illustrated in Figure 4.2, of light sources that are commercially available 
were collected, containing LEDs (117), fluorescents (35), incandescent (17), halogens 
(31), metal halides (4) and sodium pressure lamps (1) from 300 nm to 900 nm with 
steps of 0.5 nm originating from the Lamp Spectral Power Distribution Database 
(LSPDD) by Roby and Aubé [185]. 

The luminance, considering one single pixel, was calculated based on simulations, 
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Figure 4.1: The spectral responsivities of the green and blue channels of the 6 cameras. 
Additionally, the photopic action spectrum V (λ) and the melanopic action spectrum Smel(λ) 
are illustrated in black. 

 
 

using MATLAB r2017a, for all 205 SPDs using the spectral responsivities of the six 
cameras and two distinct luminance models that were proposed in Chapter 3. These 
models were used to determine the weighting factors of the R, G, and B tristimuli 
according to the conventional (Section 3.2.1) and a spectral mismatch indicator (f t 

) 
optimization (Section 3.2.2). The latter method is a camera and SPD dependent 
optimization incorporating the effect of the camera’s spectral responsivity as well as 
the SPD of the light source. 

In the conventional method, the luminance (L) was calculated using a linear 
combination of the R, G, and B coefficients using fixed weighting factors in order to 
approximate the photopic luminous efficiency curve V (λ) according to Equation 2.3. 
The linear combination was based on the transformation of the sRGB color space 
to the XYZ color space applying “reference primaries, CIE standard illuminant D65, 
and standard CIE Colorimetric Observer with 2° field of view” [49]. 

The alternative luminance model, applied in this chapter, was based on the Gen- 
eral V (λ) Mismatch Index f t [168], generally used to indicate the spectral properties 
for general photometric measurements. The metric was applied because a single pixel 
of a luminance camera can be considered a photometer. The inputs for this metric 
were the V (λ) and the spectral responsivities as illustrated in Figure 4.1. Moreover, 
instead of Standard Illuminant D65, the 205 SPDs served as input to determine the 
most suitable weighting factors for the R, G and B Channels for each individual SPD 
according to Equations 3.1 to 3.5. Subsequently, the weighting factors that were 
found were applied analogous to the conventional method. 

The optimizations resulted in weighting factors for the R, G, and B channel for 
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Figure 4.2: Average SPDs originating from Lamp Spectral Power Distribution Database 
[185]. The shaded area represents the standard deviation. 

 
 

each individual camera and SPD. The measurement error (δL) between the approxi- 
mated luminance using the simulated cameras and the actual luminance (perfect V (λ) 
match), similar to Equation 3.10, was assessed based on the Correlated Color Tem- 
perature (CCT) and the Full Spectrum Index (FSI), which are both one-dimensional 
indicators of the SPD that were expected to have an effect on the luminance calcu- 
lation performance. 

The CCT, the temperature of a Planckian radiator associated with the chromatic- 
ity of the SPD, was calculated according to the method by Hohm and Krochmann 
[186]. For 7 SPDs, the CCT could not be calculated because the distance to the 
Plackian locus was disproportionate, therefore, these SPDs were not considered for 
the respective analyses. The FSI [187] is a metric that indicates how much an SPD 
differs from an equal energy spectrum, which was deemed relevant to indicate the 
continuity of the SPD. The FSI was calculated based on the sum of squared de- 
viations between the cumulative SPD and cumulative equal energy spectrum. An 
FSI of 0 represents an equal energy spectrum, bigger FSI values are associated with 
non-continuous, or peaky, SPDs. 

 

4.3 Results 

In this section, the simulation results according to the conventional model and the 
alternative, spectral mismatch based, model for luminance and for melanopic radiance 
measurements are displayed. 
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4.3. Results 
 
 

4.3.1 Conventional method 
The conventional model to calculate the luminance using cameras introduced large 
deviations as is illustrated in Table 4.1. Spectral mismatches up to 46% were found, 
which can be considered very large as the lowest DIN classification for luminance 
meters is below 5% [177]. Moreover, large differences were found for the measurement 
error (δL); both the mean as the standard deviation exhibit large differences. High 
spectral mismatches align with high average (and standard deviation) measurement 
errors. Based on the results, it is likely that the spectral responsivity of camera 4 has 
the most similarities with the sRGB responsivity as it performs relatively well. The 
expensive DSLRs had the lowest performance. 

 
Table 4.1: Average spectral mismatch and average, non-absolute, luminance measurement 
error for camera 1 to 6 according to the conventional model. The standard deviations are 
illustrated between brackets. 

 
1 

 
 
 
 
 
 
 
 
 
 

Figure 4.3 illustrates the absolute measurement error, as indicated in Table 4.1, 
relative to the CCT. In general, all cameras show a similar trend where high inaccu- 
racies were introduced for low CCTs. The error decreases towards a CCT of 6500 K. 
This effect was mainly visible for cameras with high spectral mismatches, for cameras 
with relatively low spectral mismatches the dependency on the CCT, or SPD, was 
limited. The error decreased towards a CCT of 6500 K because this is the CCT of 
the standard illuminant applied in the conventional method. It is expected that for 
CCTs higher than 6500 K the errors will increase again. This indicates a dependency 
on the SPD when the conventional method is applied to calculate the luminance. 

A similar analysis was conducted using the FSI as an indicator for the SPD 
(Figure 4.4). Again, a clear trend was found, showing a dependency on the SPD. 
Figure 4.4 illustrates that using the conventional method to calculate the luminance 
was more accurate for SPDs that have a full spectrum, such as an incandescent. 
On the other hand, it illustrates that it has more difficulties to measure SPDs that 
contain peaks such as fluorescent light sources. In contrast to Figure 4.3, this effect 
was also clearly visible for the cameras with a relatively low spectral mismatch, in 
these cases only the magnitude of the errors was lower compared to the others. 

 f t 
δL 

Cam 1 40.8% (4.1%) -12.7% (8.0%) 
Cam 2 39.8% (2.8%) -13.0% (11.1%) 
Cam 3 46.5% (3.2%) -16.8% (11.1%) 
Cam 4 17.0% (1.2%) -3.6% (4.0%) 
Cam 5 26.9% (1.1%) -7.5% (6.6%) 
Cam 6 42.2% (4.8%) -13.7% (8.4%) 
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Figure 4.3: Relation between the correlated color temperature (CCT) and the absolute 
measurement error (δL) of the six luminance cameras according to the conventional method. 
A linear trend-line is indicated in orange. 
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Figure 4.4: Relation between the full spectrum index (FSI) and the absolute measurement 
error (δL) of the luminance cameras according to the conventional method. A linear trend- 
line is indicated in orange. 
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4.3. Results 
 
 

4.3.2 Spectral mismatch optimization 
Based on the optimized luminance calculation, according to the alternative model 
proposed in Chapter 3, the spectral mismatches and measurement errors have been 
reduced drastically, as is shown in Table 4.2. The maximum spectral mismatch has 
been reduced to approximately 20% compared to a spectral mismatch of 46% for 
the conventional method. Consequently, the average measurement error has been 
decreased to a maximum of approximately 6%. Especially, for camera 6 the opti- 
mization was fruitful. On the other hand, the performance for camera 4 did not show 
a significant improvement. Moreover, for this camera, the weighting factors for R, 
G, and B channels were relatively similar to the conventional method. For the other 
cameras, the weighting factors were largely different to the conventional method. 
First, the blue channel was generally not required as the information of the blue part 
of the spectrum was captured using the green channel. Moreover, a larger part of the 
camera’s red channel was required because the maximum responsivity of the green 
channel was generally below 550 nm, which requires the red channel to compensate. 

 
Table 4.2: Average r,g,b weighting factors, spectral mismatches and, non-absolute, lumi- 
nance measurement errors for camera 1 to 6 according to alternative model. The standard 
deviations are illustrated between brackets. 

 
1 

 
 
 
 
 
 
 
 
 
 

Due to the optimization for each individual SPD, the dependency on the CCT 
was almost non-existing. Figure 4.5 illustrates that no clear pattern was occurring be- 
tween the CCT and the measurement error. In contrast to the conventional method, 
the maximum absolute error was generally reduced to approximately 10% compared 
to a maximum error of >30% for the conventional method. 

Figure 4.6 shows that, in contrast to the CCT, the optimization remained de- 
pendent on the FSI. The performance for full spectrum SPDs was still higher than 
for SPDs with peaks. Apparently, continuous SPDs were easier to match using only 
three channels of the cameras’ responsivity. For peaky SPDs, the specific wavelengths 
might not be present in the cameras’ spectral responsivity. Again, for high performing 
cameras, the dependency on the FSI decreases. A hypothetical camera with a perfect 
spectral match will show no dependency to the FSI or any performance indicator. 

 r g b f t 
δL 

Cam 1 0.52 (0.02) 0.48 (0.02) 0.00 (0.00) 17.7% (1.0%) -1.8% (2.9%) 
Cam 2 0.42 (0.02) 0.58 (0.02) 0.00 (0.00) 19.8% (0.8%) -4.5% (3.7%) 
Cam 3 0.46 (0.02) 0.54 (0.02) 0.00 (0.00) 20.8% (1.2%) -5.6% (4.2%) 
Cam 4 0.21 (0.01) 0.76 (0.04) 0.02 (0.00) 16.0% (0.3%) -2.3% (1.8%) 
Cam 5 0.28 (0.01) 0.72 (0.01) 0.00 (0.00) 20.9% (0.3%) -2.8% (1.1%) 
Cam 6 0.51 (0.01) 0.49 (0.01) 0.00 (0.00) 11.0% (0.8%) -1.6% (2.3%) 
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Figure 4.5: Relation between the correlated color temperature (CCT) and the absolute 
measurement error (δL) of the luminance cameras according to the alternative model. A 
linear trend-line is indicated in orange. 
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Figure 4.6: Relation between the full spectrum index (FSI) and the absolute measurement 
error (δL) of the luminance cameras according to the alternative model. A linear trend-line 
is indicated in orange. 
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4.4. Discussion 
 
 

4.3.3 Melanopic radiance 
In the analysis, for the melanopic radiance, one single SPD was discarded as it con- 
tained one single peak at 650 nm, which was outside the melanopic sensitivity. As 
expected, the accuracy of the optimized luminance (Section 4.3.2) was not achieved. 
Table 4.3 gives an indication of the measurement capabilities of the cameras for the 
melanopic radiance. Cameras are, after all, developed for measurements that match 
our visual experience. Nevertheless, for some cameras the performance was better 
than for the conventional luminance measurements, although the variance between 
cameras was quite high. It shows that the capabilities were largely dependent on 
the spectral responsivity of the camera, for instance, camera 4 performed well for 
the conventional luminance measurement, but was not able to accurately measure 
the melanopic radiance. The DSLRs seem to be performing better. Similar to the 
optimized luminance, the melanopic radiance was generally measured with only two 
channels, in this case the red channel was not required. The blue channel was highly 
normative as this aligns relatively well with the melanopic sensitivity (Figure 4.1). 

 
Table 4.3: Average r, g, and b weighting factors, spectral mismatches and, non-absolute, 
measurement errors for camera 1 to 6 for melanopic radiance measurements (δS ). The 
standard deviations are illustrated between brackets. 

 
1 

 
 
 
 
 
 
 
 
 
 

Figure 4.7 illustrates that for cameras that have large measurement errors (δS), 
there was some dependency on the CCT. Difficulties arise when the melanopic ra- 
diance was measured for SPDs with a low CCT. This error was introduced by the 
misalignment between the high amount of energy for longer wavelengths and the 
melanopic sensitivity for the lower wavelengths. The resulting measurement errors 
can be very high (>100% for camera 4, cropped out of Figure 4.7 for readability) but 
for others it was reasonable. 

Again, Figure 4.8 illustrates an almost linear dependency on the FSI, which 
is much clearer for the low performing cameras. The melanopic radiance is more 
accurately measured for full spectra, similar to the finding in Section 4.3.2. 

 

4.4 Discussion 

The objective of this study was to assess the capabilities of six cameras to measure the 
luminance and melanopic radiance, based on simulations. Besides the conventional 
model to calculate the luminance, an alternative model, which was based on the 
General V (λ) Mismatch Index, was used to assign the most suitable weighting factors 
for the R, G and B channels for luminance and melanopic radiance measurements. 

The conventional model, to calculate the luminance, introduced significant av- 

 r g b f t 
δS 

Cam 1 0.00 (0.00) 0.12 (0.02) 0.88 (0.02) 33.6% (0.8%) -3.1% (2.7%) 
Cam 2 0.00 (0.00) 0.29 (0.03) 0.71 (0.03) 39.5% (1.0%) 11.1% (5.7%) 
Cam 3 0.00 (0.00) 0.28 (0.03) 0.72 (0.03) 37.1% (1.0%) 1.9% (3.7%) 
Cam 4 0.00 (0.00) 0.06 (0.03) 0.94 (0.03) 62.4% (2.0%) 20.0% (26.9%) 
Cam 5 0.00 (0.00) 0.16 (0.03) 0.84 (0.03) 44.4% (1.0%) 4.2% (4.2%) 
Cam 6 0.00 (0.00) 0.11 (0.03) 0.89 (0.03) 37.0% (1.7%) 6.4% (7.1%) 
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Figure 4.7: Relation between the correlated color temperature (CCT) and the absolute 
measurement error (δS) of the melanopic radiance measurement according to the alternative 
model. A linear trend-line is indicated in orange. 
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Figure 4.8: Relation between the full spectrum index (FSI) and the absolute measurement 
error (δS) of the melanopic radiance measurement according to the alternative model. A 
linear trend-line is indicated in orange. For readability, an outlier (>100%) was cropped 
out, for cam 4. 
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4.4. Discussion 
 
 

erage luminance measurement errors ranging from approximately 4% to 17%. In 
all cases, the alternative model was able to reduce the average measurement errors, 
ranging from approximately 2% to 6%, to a large extent. Additionally, some cameras 
were able to measure the melanopic radiance relatively accurate with average mea- 
surement errors below 5%. However, large differences were found between cameras, 
for instance, camera 4 was not able to provide accurate measurements (>20%). 

This study indicated that luminance and melanopic radiance measurements are 
sensitive to the SPD of the light source because the CCT and the FSI were proven to 
influence the performance of the camera systems. The CCT, roughly indicating which 
wavelengths contained the most energy, affected the performance for measurements 
with the conventional model and the melanopic radiance measurement. For the 
conventional method, SPDs very different to standard illuminant D65 had a lower 
performance because the R, G, and B channels of the camera were combined such that 
a more bluish (6500 K) light source was measured accurately. For this reason, the 
blue channel determined approximately 7% of the luminance. This effect disappeared 
for the alternative model, because the weighting factors were specifically determined 
for each individual illuminant, resulting in almost no importance of the blue channel. 
Nevertheless, the standard deviation for the improved weighting factors was low, 
indicating that it is fairly safe to use the mean weighting factors instead of SPD 
dependent weightings (Table 4.2 and Table 4.3). For the melanopic radiance, low 
CCT light sources performed worse as they mainly contained energy in the reddish 
part of the SPD, while the melanopic sensitivity is sensitive to the blue part.   As 
only three channels, in practice only two, were applied, the blue component could 
not be extracted exclusively. Consequently, also energy outside the melanopic range 
was captured, which reduced the performance. 

As expected, the FSI showed that continuous SPDs were generally measured more 
accurately. Especially, very peaky SPDs did not perform well as the sensitivity of 
the cameras can be very low for these specific wavelengths. For continuous SPDs, 
the wavelengths with low sensitivity are easily accounted for by the wavelengths with 
high sensitivity. 

Large differences were found between cameras, as their spectral responsivities 
differ. Consequently, their capabilities to capture the luminous or melanopic sensi- 
tivities vary. The differences for the optimized luminance measurements were limited 
as most cameras aim to achieve a visually pleasing image which results in high sen- 
sitivity, and overlap between the channels, for the range of the luminous sensitivity 
(V (λ)). Using the optimization, the most suitable combination between channels can 
be found, which differed significantly for the different cameras. The melanopic ra- 
diance showed the biggest differences between cameras as their spectral responsivity 
was generally low for the relevant wavelengths. Moreover, the blue channels were 
not aligned as well with the melanopic sensitivity as the green channels were aligned 
with the luminous sensitivity. On average, the expensive DSLRs seem to be able to 
achieve slightly higher accuracies when the spectral match is optimized. 

When a low spectral mismatch is achieved, the dependency on the SPD is low. 
However, when the spectral mismatch is significant, which is often the case for these 
camera systems, then the SPD is relevant. For instance, the CCT and FSI of a SPD 
have a larger influence on low performing cameras as wavelengths outside the region 
of interest are captured as well. 
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4.5 Conclusion 

Analogous to Chapter 3, this chapter showed that the conventional method to calcu- 
late the luminance can introduce significant errors depending on the spectral respon- 
sivity of the camera. It is therefore advised, to either pick a suitable camera, with 
a suitable spectral responsivity, and/or optimize the weighting factors for the R, G 
and B channels. However, the Blue channel seems to have no or limited relevance 
for luminance measurements. Consequently, the spectral mismatches can be reduced 
drastically, especially for continuous SPDs, reducing the sensitivity to variable con- 
ditions. 

Moreover, it was shown that the melanopic radiance can be approximated by 
such camera systems. However, the applied camera has even higher importance, as 
some cameras are not able to achieve an acceptable spectral mismatch and differences 
between weighting factors for different SPDs were limited. 

It is recommended to perform physical measurements to validate the results 
found. In this study, only simulations were conducted, which might not always be 
a correct impression of reality. For instance, the spectral responsivity of the cam- 
eras might be different in practice, which was exhibited in Chapter 3. Moreover, the 
imaging pipeline is more complex as illustrated in the applied models. Finally, 205 
SPDs were applied that are commercially available. However, in practice the light 
source will have a mixed character containing daylight as well as an artificial light 
source. 
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Part II 
 

Recommendations for 
continuous measurements of 
the luminance distribution 

 
Chapter 5 provides insight into the spatial resolution required for accu- 
rate luminance distribution measurement. A reduced spatial resolution 
minimizes the privacy content because clear details cannot be distin- 
guished anymore when the spatial resolution is sufficiently low. More- 
over, a lower spatial resolution drastically reduces the computational 
costs associated with luminance distribution measurements. 

 
Chapter 6 aims to recommend a suitable temporal resolution using 
Discrete Fourier Transform. Analogous to Chapter 5, the temporal res- 
olution, or measurement interval, relates to privacy and computational 
costs as well. A high temporal resolution might allow undesirable track- 
ing of people, while it also can cause a sheer amount of data. However, a 
low temporal resolution might miss out on relevant high frequency day- 
light variations, which cannot be reconstructed. 

 
Chapter 7 proposes an alternative, ceiling-based, measurement posi- 
tion that limits interference with the office workers. In best practice, the 
luminance distribution is measured from eye level, which is unworkable 
for long term measurements. Moreover, eye level measurements, or mea- 
surements in the vicinity of the office worker, will cause interference and 
might capture privacy sensitive data. 

 
 
 

 

HDR 
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nance distribution measurements: The spatial resolution. Building and Environment. 
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5.1 Introduction 

Luminance distribution measurement devices such as the Bee-Eye (Chapter 2) al- 
low integration in lighting control systems that aim to provide high visual comfort 
and limit the energy use. In addition these devices can be used for long term field 
studies. However, this introduces additional practical issues, which argue for a lower 
spatial resolution of the luminance distribution, representing the horizontal and ver- 
tical width in pixels. Firstly, continuous high resolution HDR imaging can enable 
one to monitor individuals, hampering the application of such systems due to pri- 
vacy concerns [188, 189]. Secondly, continuous high resolution HDR imaging requires 
significant computational resources, as the system has to transfer and analyze bulky 
pixel data, while low resolution HDR images might be sufficient to measure the lu- 
minance with an acceptable accuracy as discussed by Inanici [188]. 

As previously indicated, the spatial resolution of the HDR images has an increased 
significance for long term measurements of the luminance distribution, such as con- 
ducted in [190, 191, 192]. Nonetheless, the applied spatial resolution is often not spec- 
ified in literature. Studies that specified the spatial resolution [146, 155, 161, 193, 194] 
generally use the maximum spatial resolution supported by the applied imaging sen- 
sor, even for long term measurements [193, 194]. In Chapter 2, a spatial resolution 
of 901 x 676 pixels was applied with an imaging sensor that supports resolutions up 
to 3280 x 2464 pixels, which was an consideration between file size and Tregenza’s 
subdivision. Summarized, spatial resolutions found in the literature ranged from 320 
x 240 [141] to 6000 x 4000 pixels [194] for measurement periods ranging from 2 weeks 
to a year. 

A sufficiently low spatial resolution prevents face recognition and limits the abil- 
ity to track persons and monitor their behavior. In this thesis, facial recognition is 
applied as an indicator for privacy sensitive data captured by luminance distribu- 
tion measurement devices. Multiple studies have researched [195, 196, 197, 198] the 
threshold spatial resolution for automated face recognition, which ranged between 
face resolutions of 21 x 16 and 64 x 48 pixels. Below this threshold resolution, the 
ability to recognize faces decreases rapidly [199]. This threshold was determined from 
multiple algorithms such as principal component analysis (PCA), linear discriminant 
analysis (LDA) and elastic bunch graph matching (EBGM), while subjects faced the 
camera. Based on these studies [195, 196, 197, 198], Wang et al. [199] proposed to 
use 32 x 24 pixels, with an eye-to-eye distance of 10 pixels, as a threshold face resolu- 
tion. It is expected that this threshold resolution is an overestimation, relative to the 
context researched in this thesis, because in real applications subjects are moving, 
not directly facing the camera, and image quality can be poor. Furthermore, HDR 
imaging for luminance distribution measurements often makes use of fisheye lenses 
to achieve extremely wide angles of view, adding additional distortions. However, 
to date, no further studies have been found in the literature that researched privacy 
sensitive information in HDR images. 

Moreover, a low spatial resolution also limits the computational costs. Long term 
and continuous luminance distribution mapping can only be conducted autonomously 
as it is not feasible to perform each measurement manually. Both, in long term field 
studies and in lighting control systems, these measurements have to be managed by 
some, depending on the complexity (related to e.g. calculation method, luminance 
metric), intelligence. Preferably these kind of systems are integrated into a standalone 



79 

 

 

1 

5.2. Methodology 
 
 

system using a single-board computer [138], micro-controller [200], or microprocessor 
[201], often with limited computational resources. Therefore, it is desired to limit 
computational costs, such as the processing time and CPU usage. Especially in the 
case of bulky data such as high resolution luminance distributions it can be beneficial 
to reduce the spatial resolution. 

The objective of this chapter is to limit the spatial resolution of HDR images for 
long term luminance distribution measurements without compromising the accuracy 
while minimizing the computational costs and the ability to recognize faces. High 
resolution luminance distribution measurements were conducted in a mock-up office 
using three Bee-Eyes (Chapter 2). Based on these measurements, scaled data sets 
were constructed with decreasing spatial resolutions. Subsequently, the performance 
of the scaled spatial resolutions was compared with the initial high resolution mea- 
surements. To be able to further generalize the findings, this process is repeated in a 
real living office environment collectively having large similarities with the majority 
of existing office environments. Finally, the performance of the HDR images with 
reduced resolutions were related to the face recognition threshold resolution and the 
processing time, to develop spatial resolution recommendations for long term, con- 
tinuous, luminance distribution measurements in office environments. 

 

5.2 Methodology 
 

5.2.1 Measurement device 
In this study, all measurements were conducted with three identical Bee-Eyes, having 
a Cortex-A53 (1.4 GHz, quad-core) processor, as developed in Chapter 2. The first 
measurement track as illustrated in Figure 2.9 was utilized. Due to the fixed aspect 
ratio (4:3) and the fisheye lens two strips of approximately 350 pixels, left and right, 
were ineffective in the original spatial resolution of 3280 x 2464 pixels. The luminance 
was calculated according the conventional method where the R, G and B floating 
point values of the HDR images are translated to CIE XYZ color space according to 
Equation 2.3, which resulted in an approximated spectral V (λ) mismatch f t 

of 43% 
(Chapter 3). Due to this significant spectral mismatch, the photometric calibration 
factor k was determined in advance using reference spot measurements with a Konica 
Minolta LS 100 of a grey (ρ = 0.18) and white (ρ = 0.90) card for LED lighting only, 
to reduce the aforementioned measurement error [166]. 

 
5.2.2 Lab study 
High resolution luminance distribution measurements were conducted in a mock-up 
office environment at the Building Physics and Services laboratory at Eindhoven 
University of Technology, between 12-11-2018 and 25-12-2018. The mock-up office 
measuring 5 m x 5.5 m was oriented west and consisted of four workplaces, containing 
a desk and a monitor (turned off), as illustrated in Figure 5.1. Measurements were 
performed during morning periods (8:30 – 12:00) and afternoon periods (13:00 – 
16:30) at an interval of ten minutes for two days with clear sky conditions, two 
days with intermediate sky conditions, and two days with overcast sky conditions. 
For each weather type one day was measured with and without the electric lighting 
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Figure 5.1: Mock-up office environment. Bee-Eye 1 (BE) was attached to the ceiling, 
while Bee-Eye 2 (BE2) and Bee-Eye 3(BE3) were placed on tripods facing south and north, 
respectively. The luminance was extracted for six unique surfaces (Desktop, Monitor and 
Background areas) of which the desktop areas (D2 and D3) are measured both with hori- 
zontal and vertical orientations. Position A is elaborated in Section 5.2.6. 

 
 

(9x PHILIPS RC461B G2 PSD W60L60 1xLED34 S/840) switched on, providing an 
additional uniform 750 lx on the horizontal work plane. The luminance distribution 
was monitored by a single horizontally oriented Bee-Eye (BE1) attached to the ceiling 
measuring two desktop surfaces (Figure 5.1, BE1 D2 and BE1 D3) and two vertically 
oriented Bee-Eyes (BE2 and BE3) attached to tripods at 20 cm distance from the 
desks at a height of 1.2m. Two opposing, north and south oriented, desks were 
monitored with varying distance (1.2m – 2.8m) to the background area measuring 
the luminance of the desktop (D), monitor (M) and background (B) area (Figure 5.1). 
The initial spatial resolution of the Bee-Eyes was determined with the constraint that 
a single measurement had a duration of less than one minute, resulting in a spatial 
resolution of 2130 x 1600 pixels instead of the maximum supported resolution in 
order to limit the processing time of the measurements as well as to reduce the time 
required for post processing. 

BE 1 

BE 3 

Hx 

     BE 2 

Hx 

BE 3 A 
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5.2.3 Field study 
Additionally, a field study was conducted for three consecutive weeks (14-01-2019 
to 03-02-2019) in a Dutch office landscape (51°35’N 4°47’E). During this three week 
period, the sky conditions were mainly overcast with some days of clear and inter- 
mediate sky conditions. The office was located on the first floor and consisted of 
twelve desks divided into three groups, as is displayed in Figure 5.2. For each group 
of desks, a calibrated Bee-Eye was attached to the ceiling (three in total), analogous 
to the lab study. The floor area, the area were the occupants move, was masked 
such that a limited amount of privacy-sensitive content was captured (Figure 5.2). 
Measurements were conducted daily from 08.30 to 17.30 with an interval of 10 min 
in a spatial resolution of 901 x 676 pixels (Chapter 2). 

 
BE1_D1 BE2_D5 BE3_D9 
BE1_D2 BE2_D6 BE3_D10 
BE1_D3 BE2_D7 BE3_D11 
BE1_D4 BE2_D8 BE3_D12 

 

  
 

 
Figure 5.2: Living office landscape environment, including FOV and measurement surfaces 
of the three Bee-Eyes. Bee-Eye 1 (BE1) is associated to desks 1 (D1) to 4 (D4), Bee-Eye 2 
(BE2) is associated to desks 5 (D5) to 8 (D8) and Bee-Eye 3 (BE3) is associated to desks 9 
(D9) to 12 (D12). 
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5.2.4 Interpolation 
During the measurements, elaborated in Sections 5.2.2 and 5.2.3, one single HDR 
image was captured every ten minutes with each Bee-Eye. These initial HDR images 
were digitally scaled by steps of 10% to achieve identical HDR images with ranging 
spatial resolutions. An additional lab study was conducted to verify whether digital 
scaling of the HDR image was appropriate to scale HDR images to a lower spatial 
resolution and to determine the most suitable interpolation method. Therefore, two 
series of HDR images were captured in a windowless room at the Building Physics and 
Services laboratory at Eindhoven University of Technology, preventing fluctuations 
due to the dynamic nature of daylight. The windowless room measured 4.4 m x 3.0 
m and was illuminated with fluorescents and LEDs. To achieve steady conditions 
between different HDR images, the electrical lighting was turned on approximately 
half an hour in advance to ensure a stable lumen output. Each series consisted of five 
HDR images with resolutions of respectively, 901 x 676, 451 x 338, 300 x 225, 226 x 169 
and 901 x 676 pixels. The latter was used to indicate the error margin due to temporal 
noise. The first HDR image of the series was scaled by 50% (451 x 338), 33% (300 x 
225) and 25% (226 x 169) using nearest-neighbor, bilinear, and bicubic interpolation, 
respectively, matching the spatial resolution of the other original HDR images. The 
luminance for the scaled and original HDR images was calculated according to to 
Equation 2.3, Lsca and Lorg, respectively. Due to the constant conditions, the scaled 
HDR images should yield the same luminance as the respective original HDR images. 
The mean and median luminance values were calculated for the full HDR image and 
the background area only.  The average relative differences (∆L̄ =  L̄org     L̄sca  /L̄org ) 
of the scaled copies with the original HDR images are presented in Table 5.1. 

Table 5.1:  The average differences (∆L̄) of the mean and median luminance of the digitally 
scaled HDR images, using nearest-neighbor, bilinear, and bicubic interpolation. 

 
  

Nearest 
Mean 

Bilinear 
 

Bicubic 
 
Nearest 

Median 
Bilinear 

 
Bicubic 

50% scale 0.83% 0.83% 0.83% 0.41% 0.44% 0.37% 
33% scale 1.51% 1.52% 1.52% 1.10% 1.30% 1.20% 
25% scale 2.34% 2.41% 2.41% 0.87% 0.71% 0.76% 
Noise 0.58% 0.58% 0.58% 0.52% 0.52% 0.52% 

 
Table 5.1 shows that until 50% scaling the deviations were rather limited, the 

median luminance was even within the tolerance of temporal noise. For smaller 
scaling factors the relative differences seemed to be increasing. This was mainly due 
to the scaling of very bright spots, also indicated by the differences found between the 
mean and median luminance as outliers have a smaller effect on the median luminance. 
For areas without very bright spots the differences in mean luminance between the 
original and resized image were negligible ( 0.2% 0.7%). Moreover, the results 
show only minor differences between the interpolation methods. Therefore, it was 
assumed that the different interpolation methods provide a sufficiently accurate re- 
scaling of the original HDR images. Nevertheless, the bilinear interpolation method 
was chosen for this study. For bilinear interpolation “the output pixel value is a 
weighted average of pixels in the nearest 2-by-2 neighborhood” [202]. The bicubic 
interpolation has similar deviations, however, this method can result in pixel values 
outside the original range, which is not representative for this situation. 



83 

 

 

2 

± 

Created by Alfa Design 
from the Noun Project 

5.2. Methodology 
 
 

5.2.5 Analysis 
All initial HDR images were gathered from the measurements described in Section 
5.2.2 and 5.2.3 and replicates were made for each individual HDR image with vary- 
ing spatial resolutions between 90% and 10% of the initial resolution. The initial 
images were resized by bilinear interpolation using MATLAB R2017a, resulting in 
nine different linearly scaled copies of the initial HDR images. In other words, series 
of ten identical linear scaled HDR images were available for the analysis with relative 
spatial resolutions of 100% to 10% with step sizes of 10% as indicated in Figure 5.3. 

 

Initial Resolution 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
 

Figure 5.3: A single series of resized HDR images as scaled by MATLAB with the initial 
resolution indicated in orange. 

 
Subsequently, these series of HDR images were converted into luminance maps 

according to Equation 2.3. Based on these luminance maps, the visual comfort indica- 
tors mean and maximum luminance of the respective surfaces (Figure 5.1 and Figure 
5.2) were extracted, representing the light flux and glare sensation, respectively. Ad- 
ditionally, the illuminance on the Bee-Eye sensor was calculated using Equation 5.1 
with elevation angle E and azimuth angle α. To allow inter-comparisons between 
different measurements, independent of the absolute luminance, the mean and max- 
imum luminances extracted from the scaled luminance maps were normalized (Ln) 
relative to the initial luminance map. Moreover, the illuminance measurements were 
normalized (En) in a similar manner. 

  2π   π 

E = L · cos E · sin α · dE dα (5.1) 
 

 

In 1760 Bouguer [203] found, using two candles illuminating a screen, that the just 
notable difference (JND) in luminance described by the ratio δL/L was constant and 
independent to the absolute luminance. A constant ratio of approximately 0.016 was 
considered just notable [204], which was also confirmed using modern methods [205]. 
This means that a luminance increase of 1.6%, achieved by alternating the distance 
of one candle, will result in a just notable difference in luminance. In this study, the 
objective was to measure the luminance accurately, relative to the end user, with a 
low spatial resolution for a longer period of time. Therefore, this study allowed a 
spread of 1.6% with a confidence interval (CI) of 95% (σ = 0.0082) relative to the 
initial luminance map as this will not affect the experience of the end user. 

Inferential statistics were used to determine whether the normalized indicators 
(mean luminance, maximum luminance, and illuminance) of the resized HDR images 
(Y ) were statistically different from a standard normal distribution with µ = 1 and 
σ = 0.0082 (X), representing the initial HDR image and its tolerated JND spread. 
Based on the One-sample Kolmogorov-Smirnov test it was concluded that X − Y 

0
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was not normally distributed (p < 0.001). Therefore, the non-parametric Wilcoxon 
signed rank test was applied to verify whether X and Y were different (α = 5%, 
CI 95%). Also, for large data sets (n > 300) the p-value tends to approach zero 
quickly, therefore the results, solely focusing on the p-value, may not have a practical 
significance [206]. Thus, it is advised to focus on the effect size, which gets more 
precise for an increasing sample size. Therefore, for this study, which resulted in an 
extensive amount of data, effect sizes were calculated according to r = Z/ n (r is 
Pearson’s r, Z is Z-score and n is sample size) [207]. Effect sizes of 0.1, 0.3 and 0.5 
were considered small, medium and large effects, respectively. The resized images 
were considered similar to the initial HDR image when the effect size was medium 
(=< 0.3), indicating a difference with only limited practical significance. Large effect 
sizes were tolerated when they were followed by small or medium effect sizes for lower 
spatial resolutions, to account for the zigzagging effect, which is an observed artifact 
of the digital scaling (Section 5.4.2). 

It was hypothesized that large luminance gradients have a negative impact on the 
performance of the resized luminance maps. Figure 5.4 illustrates a large luminance 
gradient in the background area, due to the shadow of the window frame, compared 
to the small gradient of the bright surfaces. However, these details might vanish when 
the resolution is lowered. As a result, it was expected that the luminance gradient, 
representing the scene complexity, might give reasoning behind the effects found for 
reduced spatial resolutions. Therefore, the gradient of each individual pixel was 
determined for the initial luminance map according to Equation 5.2. Subsequently, 
the maximum gradient ( Lmax, Equation 5.3) was extracted as an one-dimensional 
indicator for the gradient within the luminance map. 

 

 

Figure 5.4: Snapshot of an obvious luminance gradient (≈ 140 cd/m2) as indicated by 
the arrow size, HDR image originating from Bee-Eye 3 during the lab study. The arrows 
indicate the magnitude of the gradient caused by the shadow of the window frame. 
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(5.2) 

∂Ln 
∇Lmax = max ∂xy (5.3) 

The maximum luminance gradient ( Lmax) was related to the performance of a 
scaled luminance map, which was quantified by the difference in maximum luminance 
between the normalized initial luminance map and the luminance maps with a linear 
resolution scale of 0.1, according to Equation 5.4. The ∆Ln,max relative to a scaling 
factor of 0.1 was used because this exhibits large differences and hence potentially 
more distinct effects. 

 

∆Ln,max = |max Ln,1 − max Ln,0.1| (5.4) 

5.2.6 Facial recognition 
For lower resolutions, facial recognition becomes less easy; below the threshold fa- 
cial resolution of 32 x 24 pixels and an eye-to-eye distance of 10 pixels [199] (Figure 
5.5), the capabilities to automatically recognize faces decreases drastically. How- 
ever, it does not guarantee that face recognition becomes impossible. For long term 
measurements, it is preferable that automated facial recognition is prevented. A lab- 
oratory study was conducted using the measurement setup described in Section 5.2.2 
to determine the facial and eye-to-eye resolution in a standard office environment 
relative to the spatial resolution. Six horizontal (using BE1) and six vertical (using 
BE2) oriented HDR images with a maximum spatial resolution of 3240 x 2462 pixels 
were captured while a participant was seated at location A (Figure 5.1) focusing at 
Bee-Eye 1, Bee-Eye 2 and a monitor, consecutively. Using bilinear interpolation 20 
scaled images were created for each of the twelve initial HDR images with diminution 
steps of 5%. For each reduced spatial resolution, the face height, face width, and eye- 
to-eye distance were measured, in pixels, to indicate the potential facial recognition 
capabilities. 

 

Figure 5.5: Cropped HDR image used to determine facial and eye-to-eye resolution taken 
with Bee-Eye 2 with the participant facing Bee-Eye 2. 

∂
 

= + 



86 

 

 

≈ 

Chapter 5. The spatial resolution 
 
 

5.2.7 Computational Costs 
The spatial resolution of the HDR images is directly linked to the computational 
costs. In this chapter, the computational costs were indicated by the processing time 
required for a single luminance measurement. The processing time, but also the com- 
putational costs in general, are increasingly important for long term measurements 
as this determines the dimensioning of the automated system to a large extent. The 
processing time was determined for a luminance measurement according to track one 
of the Bee-Eye (Figure 2.9).   The CPU usage did not show significant differences 
for varying resolutions and was, therefore, not considered. The processing time was 
calculated, in an office environment, for 20 different spatial resolutions, with an ini- 
tial spatial resolution of 3240 x 2462 pixels, with diminution steps of 5% similar to 
Section 5.2.6 This was repeated thrice to include potential variability in processing 
time. 

 

5.3 Results 
 

5.3.1 Lab study 
This section describes the effect of reduced resolutions, under varying conditions, as 
found in the lab study. 92% of the measurements in the mock-up office environment 
were successful resulting in a total of 728 initial HDR images, the remaining 8% 
of the measurements failed mainly due to excessive luminance values exceeding the 
dynamic range of the Bee-Eyes. In the majority of these cases, direct sunlight hit 
the image sensor saturating the shortest exposure (9 µs) feasible with this hardware, 
returning inappropriate luminance values. Consequently, these saturated HDRs were 
not considered. Table 5.2 shows the effect sizes, introduced in Section 5.2.5, repre- 
senting the magnitude of the differences for the mean luminance between initial HDR 
images and HDR replicates for the eight predetermined surfaces of the mock-up office 
environment as indicated in Figure 5.1. Effect sizes exceeding the threshold (> 0.3) 
are annotated in bold. It shows that the effect of a decreased resolution was gen- 
erally limited for the mean luminance. With exception to the monitors, acceptable 
effect sizes were exhibited up to a resolution scaling factor of 0.2, representing a spa- 
tial resolution of 426 x 320 pixels. No clear differences in performance were found 
between desktop and background surfaces and between desktop surfaces measured 
with a horizontally oriented Bee-Eye (B1) and vertically oriented Bee-Eye (BE2 D2 
and BE3 D3). The monitors performed differently, especially BE2 M (monitor fac- 
ing north) performed much worse even though both monitors were turned off, this 
might be due to their low luminances being sensitive to minor absolute changes in 
luminance having a disproportional large effect on the relative difference. As a re- 
sult, the monitors require a higher resolution for an accurate assessment. Figure 5.6 
illustrates that the effect of a decreased resolution, for Bee-Eye 3, was indeed small 
as the average (normalized) mean luminance is practically horizontal (Ln ≈ 1). For 
the desktop and background surfaces, only minor deviations were visible from Ln   1 
for scaling factors of approximately 0.2 – 0.1, which corresponded to the effect sizes 
found in Table 5.2. Bee-Eye 1 and Bee-Eye 2 exhibited similar results as Bee-Eye 3. 
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S.F. BE1 D2 BE1 D3 BE2 D2 BE2 M BE2 B BE3 D3 BE3 M BE3 B 
0.9 0.03 0.01 0.02 0.21* 0.01 0.01 0.01 0.02 
0.8 0.01 0.02 0.02 0.26* 0.04 0.01 0.01 0.02 
0.7 0.01 0.00 0.03 0.21* 0.05 0.01 0.02 0.00 
0.6 0.02 0.03 0.02 0.23* 0.03 0.02 0.01 0.02 
0.5 0.11* 0.20* 0.05 0.25* 0.15* 0.01 0.09 0.11* 
0.4 0.05 0.06 0.01 0.63** 0.05 0.01 0.12* 0.05 
0.3 0.13* 0.01 0.01 0.64** 0.09 0.02 0.12* 0.07 
0.2 0.30* 0.07 0.01 0.82** 0.22* 0.07 0.45** 0.17* 
0.1 0.75** 0.22* 0.12* 0.86** 0.01 0.31** 0.81** 0.53** 

5.3. Results 
 

Table 5.2: Effect sizes of the mean luminance extracted from the relevant surfaces with 
an initial resolution of 2130 x 1600 pixels as measured in the mock-up office environment. 
S.F. represents the scaling factors. Effect sizes that violated the threshold conditions are 
indicated in bold. 

 

* Medium effect size, ** Large effect size 
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Bee-Eye 3 Desktop (BE_D3) 
 

 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 

Bee-Eye 3 Monitor (BE3_M) 
 

 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 

Bee-Eye 3 Background (BE3_B) 
 

 
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 

Linear Scaling Factor 
 

Figure 5.6: Normalized mean luminance of scaled HDR images relative to an initial reso- 
lution of 2130 x 1600 pixels measured in the mock-up office environment with BE3. 

 
In contrast to the mean luminance, the maximum luminance generally exhibited a 

large effect due to a reduced spatial resolution as indicated in Table 5.3. Also, Figure 
5.7 illustrates that for every reduction in resolution the maximum luminance of the 
surface also decreased significantly. Even a scaling factor of 0.9 led to a maximum 
luminance outside the JND threshold. This same effect was exhibited for Bee-Eye 
1 and 2. This indicates that, for instance, glare caused by specular reflections of 
excessively high luminances, representing a low number of pixels, can go undetected 
for low spatial resolutions resulting in a potentially underestimated discomfort glare 
assessment, which is an important drawback of a reduced spatial resolution. 

Individual Mean Luminance Average Mean Luminance JND 
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S.F. BE1 D2 BE1 D3 BE2 D2 BE2 M BE2 B BE3 D3 BE3 M BE3 B 
0.9 0.86** 0.86** 0.85** 0.60** 0.86** 0.61** 0.34** 0.87** 
0.8 0.74** 0.86** 0.86** 0.59** 0.87** 0.84** 0.85** 0.86** 
0.7 0.86** 0.87** 0.87** 0.32** 0.87** 0.77** 0.70** 0.83** 
0.6 0.87** 0.86** 0.87** 0.63** 0.87** 0.86** 0.87** 0.84** 
0.5 0.87** 0.87** 0.87** 0.85** 0.87** 0.87** 0.87** 0.87** 
0.4 0.87** 0.87** 0.87** 0.85** 0.87** 0.87** 0.54** 0.87** 
0.3 0.87** 0.86** 0.87** 0.86** 0.87** 0.87** 0.85** 0.87** 
0.2 0.87** 0.87** 0.87** 0.74** 0.87** 0.87** 0.85** 0.87** 
0.1 0.87** 0.87** 0.87** 0.86** 0.87** 0.87** 0.42** 0.87** 
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Table 5.3: Effect sizes of the maximum luminance extracted from the relevant surfaces with 
an initial resolution of 2130 x 1600 pixels as measured in the mock-up office environment. 
S.F. represents the scaling factors. Effect sizes that violated the threshold conditions are 
indicated in bold. 

 

* Medium effect size, ** Large effect size 
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Figure 5.7: Normalized maximum luminance of scaled HDR images relative to an initial 
resolution of 2130 x 1600 pixels measured in the mock-up office environment with Bee-Eye 
3. 

 
 

The results indicated that the maximum luminance can only be measured with 
a resolution of at least 2130 x 1600 pixels.   Therefore, we aimed to approximate 
the required spatial resolution for maximum luminance measurements. The average 
normalized maximum luminance values (Ln) of all surfaces (black line in Figure 5.7) 
for the scaling region between 0.9 and 0.2, except the monitors, showed distinct 
linear relations (adj-R2 0.77-0.99).   Scaling factors 1 and 0.1 were not considered 
in this case because these were, respectively, forced to Ln of 1 (wrong assumption 
to be the ground truth) or showed extreme deviations. Extrapolating these linear 
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relations resulted in approximated scaling factors ranging between 0.95 and 1.43 for 
an accurate representation of the maximum luminance. A scaling factor of 1.43 
relative to a resolution of 2130 x 1600 pixels resulted in a resolution of 3046 x 2280 
pixels. When rounding off, a spatial resolution of 3000 x 2250 pixels seems to be 
an appropriate approximation of the spatial resolution needed for accurate maximum 
luminance measurements. However, more importantly, it indicates that a high spatial 
resolution is required for accurate maximum luminance measurements. 

It was hypothesized, that the maximum luminance gradient of a surface has a 
large effect on the performance of lower spatial resolutions. Figure 5.8 shows the 
relation between the maximum luminance gradient (∇Lmax) and the relative perfor- 
mance of the lowest resolution (∆Ln,max). It shows that these aspects were rather 
strongly related, with correlation factors varying between 0.20 and 0.80. Generally, 
a higher gradient resulted in a lower relative performance, as was expected, although 
the spread is substantial. This shows that large luminance gradients had generally a 
negative effect on the performance of the reduced resolutions as was hypothesized. 
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Figure 5.8: Correlation plot of the maximum gradient (∇Lmax) relative to the perfor- 
mance of the luminance map with scaling factor 0.1 (∆Ln,max) measured in the mock-up 
office environment. The figure illustrates that a reduced performance, indicated by a high 
∆Ln,max, is highly correlated to increased gradient. 

 
Similar analyses have been conducted for the illuminance on the sensor, which 

was derived from the luminance distributions according to Equation 5.1. In contrast 
to the mean luminance, a clear difference was found between horizontally and ver- 
tically applied Bee-Eyes representing significant different FOVs. The two vertically 
oriented Bee-Eyes (BE2 and BE3) captured a more complex scene including a large 
portion of the outside environment, which required a spatial resolution of at least 
640 x 480 pixels (scaling factor of 0.3). BE3 (North oriented) performed slightly 
better, indicated by lower effect sizes, than BE2 (South oriented). For the horizon- 
tally oriented device, with a much simpler scene, a spatial resolution of 213 x 160 
sufficed. Nevertheless, for all orientations, a significant reduction in resolution could 
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be achieved. Figure 5.9 also illustrates that until a scaling factor of 0.3, almost no 
deviations occurred from the horizontal line. Additionally, it shows smaller effects 
for the horizontally applied Bee-Eye (BE1). 

 
Table 5.4: Effect sizes of the illuminance extracted from the relevant surfaces with an initial 
resolution of 2130 x 1600 pixels as measured in the mock-up office environment. Effect sizes 
that violated the threshold conditions are indicated in bold. 

 
Scaling Factor BE1 BE2 BE3 
0.9 0.06 0.11* 0.01 
0.8 0.06 0.11* 0.05 
0.7 0.05 0.10 0.04 
0.6 0.06 0.16* 0.14* 
0.5 0.06 0.12* 0.09 
0.4 0.06 0.19* 0.19* 
0.3 0.07 0.22* 0.16* 
0.2 0.10 0.35** 0.35** 
0.1 0.12* 0.54** 0.43** 
* Medium effect size, ** Large effect size 
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Figure 5.9: Normalized illuminance of scaled HDR images relative to an initial resolution 
of 2130 x 1600 pixels measured in the mock-up office environment. 

 
 

5.3.2 Field study 
This section illustrates the effect of a reduced resolution on the measurement accu- 
racy as found in the field study. During the field study, 98% of the measurements 
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succeeded, resulting in 3,380 unique HDR images. 
Table 5.5 shows the effect sizes of the scaled resolutions for the normalized mean 

desktop luminance starting with an initial resolution of 901 x 676 pixels measured in 
the real office environment. When all surfaces were included, a spatial resolution of 
450 x 338 pixels, corresponding to a scaling factor of 0.5, was required for an accurate 
representation of the mean luminance in this office environment, which shows large 
similarities to the spatial resolution of 426 x 320 pixels found, excluding the monitors, 
in the lab study. However, a large spread was exhibited between the different desk- 
tops, for instance, for desk 4 (BE1 D4) a resolution of 180 x 135 pixels would have 
been sufficient. This large spread was not exhibited during the field study, which is 
likely caused by the living environment. On the other hand, during the lab study, 
the lower number of surfaces and larger absolute step sizes in resolution might have 
faded the spread. The findings of Table 5.5 correspond to Figure 5.10. There exist 
almost no deviations until a scaling factor of 0.5 (zigzagging effect excluded, Section 
5.4.2). Beyond a scaling factor of 0.5, a reduction in performance was always ob- 
served, either very earlier but in a smooth manner (BE3 D10) or very late but in an 
abrupt manner (BE3 D12). 

 
Table 5.5: Effect sizes of the mean luminance extracted from the relevant surfaces with an 
initial resolution of 901 x 676 pixels as measured in the living office landscape. Effect sizes 
that violated the threshold conditions are indicated in bold. 

 

S.F. 
BE1 D1 
BE1 D2 
BE1 D3 
BE1 D4 
BE2 D5 
BE2 D6 
BE2 D7 
BE2 D8 
BE3 D9 
BE3 D10 
BE3 D11 
BE3 D12 

0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
0.18* 0.03 0.29* 0.21* 0.44** 0.15* 0.18* 0.77** 0.84** 
0.01 0.08 0.13* 0.13* 0.14* 0.25* 0.03 0.59** 0.86** 
0.13* 0.20* 0.16* 0.03 0.14* 0.17* 0.49** 0.40** 0.40** 
0.15* 0.10 0.06 0.04 0.20* 0.07 0.07 0.25* 0.85** 
0.18* 0.18* 0.03 0.16* 0.13* 0.32** 0.53** 0.60** 0.82** 
0.11* 0.12* 0.12* 0.07 0.19* 0.42** 0.74** 0.74** 0.86** 
0.05 0.09 0.00 0.10 0.22* 0.13* 0.22* 0.42** 0.85** 
0.16* 0.18* 0.01 0.28* 0.14* 0.11* 0.46** 0.55** 0.87** 
0.19* 0.22* 0.00 0.21* 0.29* 0.28* 0.68* 0.57** 0.86** 
0.10 0.01 0.12* 0.01 0.14* 0.61** 0.56** 0.85** 0.87** 
0.13* 0.19* 0.07 0.21* 0.35** 0.09 0.29 0.34** 0.86** 
0.36* 0.29* 0.04 0.30** 0.23* 0.12* 0.46** 0.23* 0.87** 

* Medium effect size, ** Large effect size 
 

The lab study showed that for maximum luminance measurements a spatial res- 
olution of approximately 3000 x 2250 pixels was required both for photometric mon- 
itoring at eye level and from the ceiling. In correspondence to this, the field study, 
measuring from the ceiling, showed that all scaling factors had a large effect on the 
accuracy, indicating a spatial resolution higher than 901 x 676 was required. In con- 
trast to the lab study, no additional extrapolation was conducted because this is 
questionable for resolutions so far from its initial range. Therefore, it was assumed 
that for the field study also a spatial resolution of approximately 3000 x 2250 pixels 
was required. 

Analogous to Figure 5.8, Figure 5.11 illustrates the relationship between the 
luminance gradient (∇Lmax) and the relative performance of the luminance map 
with a linear scaled resolution of 0.1 (∆Ln,max). Again, the results showed large 
similarities with the lab study with correlation factors ranging between 0.34 and 0.75. 
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Figure 5.10: Normalized mean luminance relative to an initial resolution of 901 x 676 
pixels measured in the living office landscape with Bee-Eye 3. 

 
 

Figure 5.11 shows that this relation was exponential. Nevertheless, the implication 
remains that the measuring performance for lower spatial resolution decreases when 
large luminance gradients are present. Hence, complex scenes with large luminance 
gradients might require higher spatial resolutions. 

The lab study showed that a resolution of 640 x 480 pixels was suitable for illu- 
minance measurements. However, for the ceiling-based measurements, even a scaling 
factor of 0.1 sufficed. The ceiling-based measurements, during the field study, required 
a spatial resolution of 720 x 540 pixels according to Table 5.6. This is a spatial res- 
olution which is higher than found during the lab study, especially compared to the 
ceiling-based (BE1) measurements. This is explained by the larger luminance gradi- 
ents found on the desktops during the field study (Figure 5.11) caused by it being 
a living environment where multiple objects were placed on the desktops. Similar 
to the mean desktop luminance (Table 5.6) a relatively large amount of spread was 
exhibited between suitable spatial resolutions for illuminance measurements by the 
three devices. However, it also shows that generally a higher spatial resolution was 
required for illuminance measurements than the mean luminance. 
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Figure 5.11: Correlation plot of the maximum gradient (∇Lmax) relative to the perfor- 
mance of the luminance map with scaling factor 0.1 (∆Ln,max) measured in the living office 
landscape. The figure illustrates that a reduced performance, indicated by a high ∆Ln,max, 
is highly correlated to increased gradient. 

 
 

Table 5.6: Effect size table of the illuminance extracted from the Bee-Eyes with an initial 
resolution of 2130 x 1600 pixels measured in the living office environment. 

 
Scaling Factor BE1 BE2 BE3 
0.9 0.16* 0.12* 0.32** 
0.8 0.15* 0.11* 0.30* 
0.7 0.23* 0.12* 0.34** 
0.6 0.39** 0.19* 0.57** 
0.5 0.33** 0.17* 0.45** 
0.4 0.39** 0.20* 0.51** 
0.3 0.51** 0.29* 0.69** 
0.2 0.59** 0.42** 0.75** 
0.1 0.69** 0.63** 0.80** 
* Medium effect size, ** Large effect size 

 
 

5.3.3 Facial Recognition 
The relation between the spatial resolution of the Bee-Eyes and the facial resolution 
is displayed in Figure 5.12. It shows that the eye-to-eye resolution threshold was a 
much stricter criterion than the horizontal and vertical face resolution. The eye-to- 
eye resolution threshold was met for scaling factors lower than 0.33, representing a 
spatial resolution of 1082 x 813 pixels, while the horizontal and vertical face resolution 
thresholds were met for scaling factors of 0.46 (1490 x 1133) and 0.44 (1426 x 1083), 
respectively. It shows that the initial spatial resolution in the lab study (2130 x 1600 
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pixels) allowed facial recognition while the spatial resolution applied in the field study 
(901 x 676 pixels) did not allow this. The eye-to-eye distance seems to be the most 
suitable and robust indicator as it exhibited relative little spread, as compared to, 
mainly, the vertical face resolution. Nevertheless, one should take into account the 
distance between the face and camera, which was in this context approximately 1.7m 
to 2m. This is easily accounted for by a linear scaling factor. 
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Figure 5.12: Face resolutions and thresholds relative to scaling factors of a spatial resolu- 
tion of 3280 x 2464 pixels, the dashed lines indicate the respective thresholds for automated 
face recognition. 

 
 

5.3.4 Computational Costs 
Figure 5.13 shows the average processing time, used to indicate the computational 
costs, in relation to the spatial resolution. The processing time was approximated 
by an exponential function. According to these measurements a scaling factor of 
0.74, resulting in a spatial resolution of 2437 x 1830 pixels, limits the processing 
time to exactly sixty seconds. As an example, measurements with a resolution of 
450 x 338 pixels, which was sufficient for mean luminance measurements, had an 
estimated processing time of approximately 12s, which can be considered very minor 
for a luminance camera Alternatively, the processing time can be minimized by using 
a stronger processor or optimized software. This allows for small interval (< 1 min) 
measurements that might be needed to capture the fast variations of daylight [129]. 
Nevertheless, processing times much lower than 10 s are not expected to be feasible. 
Additionally, one can assume that other computational costs such as data storage 
behave familiar and can also be reduced significantly. 
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Figure 5.13: The processing time for a single measurement relative to the spatial resolution 
of 3280 x 2562 pixels, the dashed line represents the 1 minute threshold. 

 
 

5.4 Discussion 
 

5.4.1 Mean luminance 
The objective of this research was to validate whether the luminance can be measured 
with relatively low spatial resolutions making it suitable for long term measurements, 
but for lighting control systems that aim to provide high visual comfort as well. Both 
the lab and field study confirmed that there is no need to apply the maximum spatial 
resolution of a camera when measuring the mean luminance. The lab and field study 
found almost identical resolutions of 426 x 320 and 450 x 338, respectively, which 
was rounded off to 440 x 330 pixels. This was only validated for the experimental 
conditions applied in this research. 

For instance, a higher ceiling might result in a higher minimum required spatial 
resolution. Nevertheless, the experimental conditions resemble the conditions for 
numerous office environments. The overall complexity of the field study, resulting in 
larger luminance gradients, was much higher because it contained numerous objects 
on the desk surfaces in contrast to the empty desks in the lab study. However, the 
influence of the larger luminance gradient was limited for the mean luminance. 

The results of the lab study (Table 5.2) showed that the monitors, especially 
BE2 M, exhibited a lower measurement performance for the mean luminance com- 
pared to the desk and background surfaces. Zooming in on this monitor, it turned 
out that this was mainly caused by the monitor frame which contained a number of 
chrome like buttons with a maximum diameter of only 14 pixels in the initial resolu- 
tion, which was not present for monitor BE3 M. The pixels representing the buttons 
had a luminance several orders of magnitude larger than the average luminance of 
the computer screen (Figure 5.14); hence, having a large effect on both the maximum 
and mean luminance of the monitor while only being a small detail. This effect also 

 
Computational Costs 
Field Resolution 
Lab Resolution 

Pr
oc

es
si

ng
 T

im
e 

in
 s

 



96 

 

 

Chapter 5. The spatial resolution 
 
 

appears in Figure 5.8 were a high correlation (r = 0.8) was found between the maxi- 
mum gradient (transition button to black monitor) and the performance of the lower 
resolution for BE2 M. This shows that down-sampling, relative to mean luminance, 
differs from simply averaging the luminance even though there are large similarities, 
which was also clearly indicated in Figure 5.10. Due to the alignment of pixels (Sec- 
tion 5.4.2), the effect of luminance masks and the effect of bilinear interpolation small 
differences arise. The effect size analysis was repeated for the monitor screen only, 
leaving out the monitor frame. This resulted in a low sensitivity (small effect size up 
to a scaling factor of 0.2) relative to the spatial resolution because the screen itself 
was very uniform as indicated by the large spread of the pixel locations representing 
the maximum luminance values (Figure 5.14). Additionally, in Figure 5.6 the mon- 
itor of Bee-Eye 3 also showed larger deviations for the three smallest scaling factors 
compared to the other two surfaces. This was caused by the low luminance values 
of the black computer screen. As a result, a small change in luminance, due to the 
image resizing, resulted in a big relative change. Moreover, the monitor surface was 
somewhat smaller than the other surfaces that were considered in this study, making 
it also more sensitive to small changes. 

 

 
Figure 5.14: Left monitor displays the pixels of the maximum luminance when considering 
the entire monitor while the right monitor displays the pixels of the maximum luminance 
for the screen only. 

 
 

5.4.2 Maximum luminance 
The maximum luminance is an important indicator as it is a major contributor to dis- 
comfort and disability glare as the glare source luminance (often, but not exclusively, 
the maximum luminance) is one of the four quantities reoccurring in all established 
glare indices [51]. Hence, the maximum luminance is essential for visual comfort. 
Therefore, it is important to be able to measure this luminance value accurately; 
however, it is also desirable to do this with a relatively low spatial resolution to limit, 
for instance, the computational costs. The maximum luminance was largely affected 
by the spatial resolution of the luminance camera because the it is generally repre- 
sented by a low number of pixels. In those cases, for lower spatial resolutions, the 
high luminance pixels are averaged with lower luminance pixels in the vicinity. The 
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measurements in the lab and in the field indicate that the spatial resolution used in 
the lab study was not sufficient to measure the maximum luminance. This is con- 
tradicting the recommended spatial resolution of 1000 x 1000 pixels for discomfort 
glare measurements as stated in the RADIANCE evalglare manual [68]. In the lab 
study, this recommended spatial resolution would have led to an underestimation of 
the maximum luminance. 

In practice, this effect might be even more distinct as the luminance gradient 
between the sun and the sky hemisphere can be enormous. In this study, only the 
maximum luminance values of the respective surfaces were considered, already result- 
ing in high spatial resolution requirements even though the luminance gradient was 
comparatively low. An additional validation, in the field, directly relating glare to 
the spatial resolution would be beneficial to assess the magnitude of this effect. On 
the other hand, the maximum luminance might be caused by noisy pixels. This might 
have occurred for a number of luminance maps; however, due to the large amount 
of tested luminance maps this could only have had minor effect on the final spatial 
resolution. 

Based on extrapolation of the average maximum luminance it was approximated 
that a spatial resolution of 3000 x 2250 pixels might have been appropriate for accu- 
rate maximum luminance measurements. This spatial resolution is much higher than 
the recommended resolution of evalglare and also, as already indicated, much higher 
than the resolution required for mean luminance measurements. It was assumed that 
for the field study, a similar spatial resolution was required for the maximum lumi- 
nance. Indicated by the large similarities found between the spatial resolution for the 
mean luminance of the lab and field study. Consequently, one could argue that the 
maximum luminance, and also glare, is less straightforward to monitor during long 
term measurements than the mean luminance. 

A zigzagging effect was exhibited, especially for BE3 M in Figure 5.7. However, 
similar effects, but less distinct, were found throughout the results. This effect was 
caused by interpolating in small consecutive steps. Pixels with a large influence (very 
high or very low luminance) can be more effectively divided among the available 
pixels for a certain scaling factor. For instance, a certain luminance pattern might 
be effectively covered by a scaling factor of 0.8, meaning that the majority of pixels 
is covered entirely by the luminance pattern. While on the other hand for a scaling 
factor of 0.7 a large number of pixels is covered only partly by the luminance pattern. 
This effect is dependent on the specific luminance pattern, therefore this effect was not 
exhibited in all cases. Additionally, it is also difficult to predict. This phenomenon 
was also found in Table 5.1 for the median luminance scaled by 33%. 

 
5.4.3 Illuminance 
The illuminance at the sensor was calculated by integrating the luminance distribu- 
tion according to Equation 5.1. The lab study found that a resolution of 639 x 480 
pixels was appropriate for illuminance measurements while the field study suggested 
a slightly higher spatial resolution of 720 x 540 pixels. However, for the ceiling based 
measurement (BE1) in the mock-up office, a spatial resolution of 213 x 160 sufficed. 
It should be clearly noted that this ceiling-based measurement (BE1) is generally 
not necessarily relevant, in contrast to the vertical illuminances measured by BE2 
and BE3, which are very relevant especially related to the non-image forming effects 
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of light [112]. However, it is applied to indicate the effect of the luminance gradi- 
ent on the spatial resolution that can be used, which showed that for scenes with 
low complexity, as captured by BE1, accurate measurements can be conducted with 
very low spatial resolutions but for more complex conditions (larger gradients) higher 
spatial resolutions are required. The vertically oriented measurements of the same 
scene required higher resolutions because the complex daylight openings represented 
a much larger part of the field of view while the empty desks represented a smaller 
area. Also, for ceiling-based measurements of a more complex scene, such as mea- 
sured in the field study, higher spatial resolutions were required. This was considered 
a complex scenario because it contained a lot of small details such as objects on the 
desk surfaces. This complexity impacted the measured illuminance because small 
but important details might get omitted in low resolutions. Therefore, a higher com- 
plexity, and hence a larger luminance gradient, has a negative effect on the accuracy 
of illuminance measurements in lower spatial resolutions as was already indicated in 
Figure 5.8 and Figure 5.11. 

 
5.4.4 Practical Aspects 
Besides the measurement accuracy, two practical aspects were identified that are rel- 
evant for the spatial distribution: facial recognition and processing time. Both these 
aspects argue for a lower spatial resolution while for the accuracy of the luminance 
measurements higher resolutions are preferred. To limit the facial recognition a max- 
imum resolution of 1082 x 813 pixels was identified for the experimental conditions 
tested. Therefore, limiting the ability to automatically recognize faces can be com- 
bined with mean luminance and illuminance measurements; however, this was not 
feasible for maximum luminance measurements. Therefore, the mean luminance and 
illuminance are more suitable for long term measurements because there is no direct 
risk of automated facial recognition. 

Different face recognition thresholds were found depending on the gaze direction 
and the facial resolution indicator. However, the eye-to-eye distance performed most 
robustly because it was rather easy to extract independent of the gaze direction. 
The horizontal and vertical face resolutions were difficult to extract when the gaze 
direction differed because of the roundish shape of the human head. Moreover, the 
eye-to-eye threshold formed a stricter requirement. 

Because daylight can exhibit variations within a few minutes and even seconds 
[129] a low processing time is preferred to measure these daylight variations. Similar 
to the facial recognition it was not feasible to combine a low processing time with 
accurate maximum luminance measurements. On the other hand, for mean luminance 
and illuminance measurements, the processing time could be reduced drastically, 
to approximately twelve seconds for illuminance measurements and even lower for 
mean luminance measurements. However, the actual processing time on other devices 
might differ as it also depends on the processor and the software that is applied. 
Nevertheless, this research indicates that the processing time and henceforth the 
computational costs behave exponentially, whereby reducing the resolution by a factor 
2 reduces the processing times by a factor of approximately 2.7. Therefore, it is 
valuable to consider reducing the resolution to limit computational costs significantly, 
especially for measurements at a high interval. 
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5.4.5 Validity 
This study included two case studies to recommend suitable spatial resolutions for 
luminance distribution measurement devices. Naturally, only two case studies have a 
limited validity. Nevertheless, the study indicates that the luminance can be reduced 
for certain occasions. A systematic analysis of the spatial spectrum in the frequency 
domain using Fourier Transforms might be able to improve the validity. Reducing 
the spatial resolution will eliminate the high frequency part of the spectrum, which 
might correlate to the luminance gradient and the measurement error of the metrics 
applied in this study. By including this approach in future research, more insight 
is expected in the underlying principles as the two methods will be complementary. 
Moreover, the validity can be improved by performing additional case studies. 

 

5.5 Conclusion 

Since technology has enabled us to measure luminance distributions continuously for 
a longer period of time, new issues have presented themselves. For instance, the 
spatial resolution of a luminance map can be considered a very important aspect as 
this impacts the measurement accuracy, but also the ability to prevent automated 
facial recognition and the processing time. This study tried to recommend a spatial 
resolution that satisfies these three relevant requirements (accuracy, face recognition, 
and processing time) for long term visual comfort measurements such that luminance 
cameras, like the Bee-Eye, can be implemented in lighting control systems to achieve 
high visual comfort. 

It was shown, that for a typical office environment, both for mean luminance 
and illuminance measurements, all three requirements can be satisfied. The mean 
luminance can be accurately measured with a spatial resolution of 440 x 330 pixels 
under any weather condition in the experimental conditions applied in this study. 
This resolution is lower than the face recognition threshold and it limits the processing 
time to approximately twelve seconds, which reduces computational costs by a factor 
of nine relative to the maximum spatial resolution of this specific imaging sensor. For 
illuminance measurements, a slightly higher spatial resolution of 720 x 540 pixels is 
required because it is, in contrast to the mean luminance, more sensitive to luminance 
gradients. However for very simple scenes, with limited luminance gradients, the 
spatial resolution can be decreased even further. The spatial resolution is dependent 
on the luminance gradient of the measured surface: a very large luminance gradient, 
or complex scene, will generally require a higher spatial resolution, although this 
effect is more pronounced for illuminance and maximum luminance measurements. 

In contrast to the mean luminance and the illuminance, the three requirements 
cannot be met simultaneously for maximum luminance measurements. For accurate 
measurements of the maximum luminance, spatial resolutions were required that 
exceeded the spatial resolutions applied during this study. It was (roughly) esti- 
mated that a spatial resolution of approximately 3000 x 2250 pixels might have been 
suitable for an accurate representation of the maximum luminance under these con- 
ditions. This also indicates that for discomfort glare a very high spatial resolution, 
higher than suggested in the RADIANCE evalglare manual [68], might be required 
as the maximum luminance is a major contributor to discomfort glare. This ef- 
fect might even be more extreme when daylight and direct sunlight are considered. 
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However, more research, which directly relates the DGP to the spatial resolution, is 
required to verify these findings. Consequently, this would have allowed facial recog- 
nition and would have resulted in significant computational costs. Nevertheless, it 
is recommended that similar measurements are conducted with higher initial spatial 
resolutions to find a suitable resolution for maximum luminance measurements in 
a more accurate manner. In general, the validity of these recommendations can be 
improved by additional case studies and alternative analysis of the spatial spectrum 
in the frequency domain using Fourier Transforms. 

This research has shown that spatial resolution does influence the accuracy of the 
luminance distribution. Therefore, the spatial resolution should be chosen wisely de- 
pending on the required accuracy, office dimensions, presence of human subjects and 
the available time and resources, especially for long term measurements. Therefore, 
a toolbox has been developed based on the findings to assist others to select a rele- 
vant spatial resolution for their luminance camera for office conditions similar to the 
experimental conditions applied in this study. This MATLAB based toolbox, Spatial 
Resolution Luminance Camera Toolbox, can be installed as a MATLAB application 
or as a standalone application, which can be downloaded from the MathWorks file 
exchange [208]. 
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6.1 Introduction 

In addition to the spatial resolution, studied in Chapter 5, the temporal resolution is 
relevant for long term monitoring as well. The temporal resolution, or measurement 
interval, representing the number of measurements per time interval and relates to 
the relevancy, privacy and the computational costs of the luminance distribution 
measurements. A very high temporal resolution, using a luminance camera, can 
cause a sheer amount of data, which requires significant computational resources 
with possible little relevancy, while a low temporal resolution might omit relevant 
daylight variations [129]. Moreover, a very high temporal resolution might allow 
undesirable tracking of people, which should be prevented as this might hamper the 
application of luminance cameras due to privacy concerns. 

Luminance distribution measurements have been conducted, previously, for longer 
periods of time. A distinction was made between studies that conducted a monitor- 
ing campaign related to evaluation and studies related to implementation in lighting 
control systems. 

Konis and Lee [193] used a 5 minute interval, to quantify the variation in scene 
luminance, to evaluate the performance of a louver system, for approximately 1 year. 
Painter et al. [190], to evaluate occupants’ experience with a novel facade technology, 
also conducted luminance distribution measurements for an entire year, and chose to 
apply a data sampling interval, for the luminance distribution measurements, of 30 
min, which was deemed appropriate for monitoring human behaviour. Occupant in- 
teraction, such as changing the lighting scenes, occurs relatively infrequently, thus 
measurement intervals between 15 minutes and 1 hour were expected to be appro- 
priate for yearly measurements, as errors were likely to be cancelled out [209]. An 
alternative scanning interval of 20 minutes was applied to assess occupant interaction 
for a measurement period up to 60 days [191]. In addition, these evaluation studies 
tend to measure a wide range of (lighting) metrics such as the illuminance, most of 
them at a much higher temporal resolution ( 30s) because HDR imaging is less 
straightforward and requires more computational resources. 

Studies that implemented luminance-based control generally employed a higher 
sampling rate, as these systems have to respond quickly to changing conditions. 
Newsham and Arsenault [188] applied a temporal resolution of 1 minute for a proof- 
of-concept light and shading controller, which was the shortest interval possible with 
the applied imaging device. However, also measurement intervals of 5 minutes have 
been found in the jliterature related to luminance-based shading control [194]. 

To determine a suitable temporal resolution for continuous luminance distribution 
measurements, daylight variations were analyzed using a discrete Fourier transform 
(DFT) [210]. Due to the HDR technology, measurements cannot be performed at 
very high intervals as multiple images have to be captured and merged (Chapter 2), 
using the current spatial resolution (901 x 676 pixels) this takes approximately 20 
seconds using the Bee-Eye. Moreover, luminance cameras produce a huge amount of 
data that all needs to be processed and analyzed, which argues for lower temporal res- 
olutions. Down-sampling the temporal resolution eliminates the high frequency part 
of the spectrum, which cannot be reconstructed since the information is lost. There- 
fore, a Fourier-transform was utilized to investigate the frequency domain of daylight 
variations to propose a temporal resolution that is deemed suitable for luminance 
distribution measurements being implemented in lighting control systems. 
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6.2 Methodology 

A DFT was applied to three alternative daylight data sets elaborated in Table 6.1. 
The outdoor horizontal illuminance was measured at the SolarBEAT [211] facility 
located on the roof of the Building Physics and Services laboratory at Eindhoven 
University of Technology (51°26’46.2”N 5°29’06.0”E). The desktop illuminance and 
the luminance distributions were measured in a mock-up office room located in said 
laboratory analogous to the lab setup in Chapter 5 (Figure 5.1, Page 80). The 
illuminance was measured at position Hx while the three Bee-Eyes were applied at 
positions BE1, BE2, and BE3, respectively (Figure 5.1), to illustrate locational effects 
on the daylight variability. Only days without missing data were considered. 

 
Table 6.1: Summary of the data sets applied in the discrete Fourier transforms. The 
sample size indicates the actual days, without missing data, used by the DFT. 

 
Indicator Unit Measuring 

period 
Interval Sample 

size 
Device 

Horizontal lx Outdoor 01-01-2016 to 1 m 286 days - 
illuminance  31-12-2016    

Desktop lx Indoor 14-11-2018 to 30 s 50 days Hagner E4-x 
illuminance 
Luminance 

 
cd/m2 Indoor 

07-01-2019 
23-11-2018 to 

 
1 m 

 
5 days 

 
Bee-Eyes 

distribution  04-01-2019    

 
The luminance distribution was measured during 5 morning and 5 afternoon pe- 

riods at an interval of 1 min in a spatial resolution of 901 x 676 pixels. Morning 
period measurements were conducted from 8:30 to 12:00 while afternoon period mea- 
surements were conduced from 13:00 to 16:30. 

The multidimensional output of the Bee-Eyes was translated to one-dimensional 
luminance-based metrics, suitable for DFT in the time domain, such as the mean 
Desktop Luminance, mean Background Luminance and the Desktop/Background Lu- 
minance ratio. For the ceiling-based device only two independent desktop luminances 
were extracted as is displayed in Table 6.2. 

 
Table 6.2: Luminance-based metrics and characteristics relative to the Bee-Eyes, for data 
set 3, as used in the discrete Fourier transforms. Further illustration is found in Figure 5.1. 

 
Device Position Orientation Distance 

to window 
Indicators 

Bee-Eye 1 Ceiling - 1.90 m Desktop D2, Desktop D3 
Bee-Eye 2 Eye level South 2.75 m Desktop D2, Background, Ratio 
Bee-Eye 3 Eye level North 1.05 Desktop D3, Background, Ratio 

 
The DFT was performed using the Fast Fourier Transform algorithm (fft ) of 

MATLAB R2017a. The Fourier transform requires a stationary signal as input, 
which can be interpreted as a signal with a constant mean and variance over time 
[212], as the fft function aims to extract infinite (co)sines from a finite time series. In 
the case of daylighting, the assumption of stationarity is violated [212]. The Discrete 
Wavelet Transform (DWT) seems more appropriate because it does not require a 
stationary signal as it is able to extract finite quasi-harmonic components from a 
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signal. However, Houtveen and Molenaar [213] showed that the DFT and the more 
complex DWT yielded similar results with only marginal differences, based on a 
signal representing heart rate variability, where the DWT was the theoretically valid 
method. Non-stationary signals can cause discontinuities at the end of each sampling 
period when using DFT. This is called leakage and can cause a bias in amplitude 
and frequency of the harmonic estimate [214]. To limit leakage associated with finite 
signals, window functions can be applied over each sampling period that reduce the 
discontinuity at the boundary of the sampling period. A window can be seen as 
a multiplicative weighting that brings the data smoothly to zero at the sampling 
period boundaries for many orders of derivatives. Based on a comparative study, 
Harris recommended the 4-sample Blackman-Harris or the 4-sample Kaiser-Bessel 
window for most applications [214]. For this study, it was chosen to apply a window 
function to the non-stationary daylight signals instead of using the more complex 
DWTs. 

 
6.2.1 Input 
According to the Nyquist rate, only frequencies larger than twice the sampling rate 
can be extracted from a signal. This implies that the maximum frequencies that can 
be extracted are 2 minutes, 1 minute and 2 minutes, respectively, for data sets 1 to 3. 
However, the objective was to extract frequencies starting from 1 minute, analogous 
to [188]. Therefore, for data set 1 and 3, nearest neighbor interpolation was applied, 
as an imputation, to transform the sampling rate to 30s. 

Data sets 1 and 2, representing complete days of data, suggest a natural window 
as each individual day was considered as one sampling period. Hence, it can be seen 
as an infinite signal because there are no discontinuities at the boundaries of the 
sampling period (darkness at beginning and end). After the Fourier transform, the 
outputs of the 286 and 50 individual DFTs were averaged to one DFT for the outdoor 
horizontal illuminance and one DFT for the desktop illuminance. 

For data set 3, with sampling periods of 3.5 hours, a 4-sample Blackman-Harris 
window was applied which brings the data at the boundary smoothly to zero in a 
cosine-like manner. An example is given in Figure 6.1 where the raw signal (black), 
which has very large discontinuities, is translated to a signal (orange) without dis- 
continuities. 

 
6.2.2 Output 
The fft function computed the DFT for decreasing frequency bins, starting from 
1/60 Hz, 1/59 Hz and so on. For readability, the frequency was translated to the 
time domain. However, the bin size was very narrow for short durations and the bin 
size for the long durations was very large. Therefore, discretization was applied such 
that the single side amplitude spectrum was described by one minute bins, which 
was considered more intuitive in the context of this research. The amplitude of a one 
minute bin was represented by the sum of all amplitudes in that respective minute. 
Additionally, the amplitude of each bin was scaled by the average total power of the 
entire data set. 

The single side amplitude spectra were extracted for a range of conditions, such 
as the sky type, according to each condition shown in Table 6.3. For the desktop 



105 

 

 

6.2. Methodology 

 
80 

 

70 
 

60 
 

50 
 

40 
 

30 
 

20 
 

10 
 

0 
0 20 40 60 80      100     120     140     160     180     200 

Minutes 
 

Figure 6.1: Example of 4-sample Blackman-Harris windowing function, which translates 
a signal, originating from the luminance data set, with a large discontinuity (black) to a 
signal without any leaking (orange). 

 
 

illuminance and the luminance distribution, a distinction has been made between 
conditions with the artificial lighting switched off and switched on. Subsequently, 
to determine a suitable temporal resolution, the single side amplitude spectra were 
transformed to the normalized cumulative power weighted by the normalized total 
power. These normalized cumulative power functions describe the remaining power 
relative to a decreasing temporal resolution. In the context of this study, a relative 
power threshold of 85% was used to define a suitable temporal resolution, which is 
somewhat arbitrary. However, this threshold is a compromise between the objective 
to reduce the amount of data and the objective to maintain the power of the measured 
signal. Moreover, it is expected that the sensor signal might contain some high 
frequency noise. The sensitivity of the threshold was considered by reviewing the 
respective temporal resolutions for a threshold of 90% and 80% as well. 

 
Table 6.3: The different conditions analyzed using discrete Fourier transforms relative to 
the Horizontal illuminance, Desktop illuminance, Luminance distribution and Desktop 
luminance. 

 

Data 
Horizontal illuminance 

 
Horizontal illuminance 
Desktop illuminance 

 
Luminance distribution 

Desktop luminance 

Aspect Condition 
Weather Clear sky; Intermediate sky; Over- 

cast sky 
Season Winter; Spring; Summer; Autumn 
Weather Clear sky; Intermediate sky; Over- 

cast sky 
Indicator Desktop luminance; Background lu- 

minance; Luminance ratio 
Position Ceiling-based; Eye level 

The sky conditions were based on the daily average cloud cover, on a scale of 
1 to 8, as determined by the Royal Netherlands Meteorological Institute (KNMI), 
measured at the weather station in the vicinity (≈ 7 km). In this study, a clear sky 
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was defined as a cloud cover ranging from 1 to 4, the cloud cover of an intermediate 
sky was ranging from 5 to 7 and the cloud cover of an overcast sky was 8. 

 

6.3 Results 
 

6.3.1 Horizontal illuminance 
Figure 6.2 illustrates the average single side amplitude spectra of the outdoor illu- 
minance for clear (n = 93), intermediate (n = 177) and overcast skies (n = 96), 
respectively. It shows that the variability was rather similar for clear and intermedi- 
ate skies. However, the power of the one minute frequency was larger for intermediate 
sky conditions, due to moving clouds in front of the sun. As expected, for overcast 
sky conditions, the variability of daylight was significantly lower. Also, the individual 
differences between amplitudes was much smaller for overcast skies, due to relatively 
constant conditions during these days. 

 

 

Figure 6.2: Average single side amplitude spectrum per sky condition measured between 
01-01-2016 and 31-12-2016. 

 
In order to define a suitable temporal resolution, the cumulative normalized power 

is shown in Figure 6.3 relative to a clear sky, intermediate sky and overcast sky. This 
figure indicates how much of the total power of the original signal is present relative 
to a certain temporal resolution. For instance, a temporal resolution of 18 minutes is 
only able to deduct 50% of the power of the original signal for clear sky conditions, 
indicating that this might not be a suitable measurement interval. Similar to Figure 
6.2, it indicates that the variability for overcast sky conditions was significantly lower 
than the others. Figure 6.3, compared to Figure 6.2, also clarifies the differences 
between intermediate and clear skies. Especially, for intermediate sky conditions the 
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temporal resolution has a large influence on the total power of a signal. In general, the 
total power of a signal was very sensitive for small interval changes at high temporal 
resolutions. For very low temporal resolutions the effect on the total power of a signal 
was negligible, as the cumulative trend is close to horizontal. Similar analyses have 
been conducted for the different seasons as indicated in Table 6.4. During spring and 
summer high temporal resolutions were required because, in the Dutch climate, this 
are relatively long days with often intermediate sky conditions. For instance, during 
the winter, a low temporal resolution suffices due to the short days with mainly 
overcast skies and/or clear skies. Overall, independent of the conditions, a 2 minute 
interval was required to capture 85% of the power of the total signal. This aligns 
with the temporal resolution of the highly variable conditions such as intermediate 
sky conditions, indicating that highly variable conditions have a very large effect on 
the average power of the signal. 
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Figure 6.3: Normalized total power of the daylight signal relative to the temporal resolution 
per sky condition measured between 01-01-2016 and 31-12-2016. 

 
 

Table 6.4: Temporal resolution according to the normalized total power threshold for 
conditions measured between 01-01-2016 and 31-12-2016. In grey, the temporal resolutions 
for the alternative thresholds are illustrated. 

 
Aspect Conditions 90% threshold 85% threshold 80% threshold 
Total All 2 min 2 min 2 min 
Weather Clear 2 min 2 min 3 min 

 Intermediate 2 min 2 min 2 min 
 Overcast 4 min 7 min 13 min 

Season Winter 6 min 15 min 39 min 
 Spring 2 min 2 min 3 min 
 Summer 2 min 2 min 2 min 
 Autumn 2 min 4 min 6 min 
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6.3.2 Desktop illuminance 
Identical analyses were conducted for the desktop illuminance measured in the mock- 
up office, although the single side amplitude spectra are not illustrated. Compared 
to the outdoor illuminance, the amplitudes of the lower frequencies were stronger, 
while the peak towards the 1 minute interval was more leveled off. Nevertheless, the 
variability of daylight under overcast sky conditions remains very low. 

Figure 6.4 shows the cumulative normalized power of the desktop illuminance 
relative to the sky conditions with the electrical lighting switched off (n = 5, n = 15, 
n = 14, respectively). Again, the overcast sky conditions were much more robust 
to the temporal resolution than the clear and intermediate sky conditions similar to 
Section 6.3.1. 

Remarkably, for the desktop illuminance, the clear sky condition was in some 
cases more sensitive to the temporal resolution than the intermediate sky conditions 
as found in Figure 6.4, mainly for the intermediate and low temporal resolutions. For 
high temporal resolutions, Table 6.5 illustrates that the variability was slightly lower, 
3 minutes compared to 2 minutes, compared to the outdoor illuminance mainly due 
to shading by the building construction (daylight opening at one side). Additionally, 
the artificial lighting largely impacted the required temporal resolution as well (Table 
6.6). Due to the constant fixed artificial lighting, the required temporal resolution, 
for 85% of the power, decreased to 8 minutes. Moreover, even lower resolutions were 
required for intermediate and overcast sky conditions. 
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Figure 6.4: Normalized total power of the desktop illuminance signal relative to the tem- 
poral resolution per sky conditions with the lighting turned off. 
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Table 6.5: Temporal resolution for the desktop illuminance according to the normalized 
total power threshold with the lights off. In grey, the temporal resolutions for the alternative 
thresholds are illustrated. 

 
Aspect Conditions 90% threshold 85% threshold 80% threshold 
Total All 2 min 3 min 4 min 
Weather Clear 

Intermediate 
Overcast 

4 min 
3 min 
24 min 

6 min 
5 min 
1 h 35 min 

7 min 
7 min 
6 h 

 
 

Table 6.6: Temporal resolution for the desktop illuminance according to the normalized 
total power threshold with the lights on. In grey, the temporal resolutions for the alternative 
thresholds are illustrated. 

 
Aspect Conditions 90% threshold 85% threshold 80% threshold 
Total All 4 min 8 min 14 min 
Weather Clear 

Intermediate 
Overcast 

- 
11 min 
33 min 

- 
23 min 
1 h 35 min 

- 
46 min 
4 h 47 min 

 
 
 

6.3.3 Luminance Distribution 
In this section the results of the DFT based on the luminance distribution measure- 
ments are displayed, which were mainly measured during overcast and intermediate 
sky conditions and mainly with the electrical light switched off (70%). Therefore, no 
analyses have been conducted relative to the sky conditions. The single side amplitude 
spectra all showed large amplitudes at 3.5 hours due to the Blackman-Harris window 
that was applied, which will not be the case in practice. The desktop and background 
luminance performed rather similar according to the single side amplitude spectra. 
Consequently, the sensitivity to the temporal resolution for the Desktop/Background 
ratio, a combination of the desktop and background luminance, was two orders of 
magnitude lower. 

Figure 6.5 shows the cumulative normalized total power relative to the desktop 
and background luminance and its ratio when the artificial lighting was turned off. 
It shows that the sensitivity of the desktop luminance to the temporal resolution was 
actually quite high compared to the background luminance. Moreover, in contrast to 
the findings in Section 6.3.2, the background luminance showed a higher variability 
when the artificial lighting was turned on (Table 6.7 and 6.8), most likely caused 
by different weather conditions in combination with the small sample size. The 
Desktop/Background ratio was extremely robust to the temporal resolution, almost 
no power is lost for lower temporal resolutions when only daylight variations are 
considered. Naturally, this is not the case when the artificial lighting and/or sun 
shading are also variable. The data shows that a ceiling-based measurement position 
was slightly more sensitive to daylight variations than measurements at eye level, for 
desktop luminance measurements, mainly when the artificial lighting was turned on. 
It is hypothesized that this is due to the lower amount of pixels, representing the 
desktop surface, of the ceiling-based measurement. 
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Aspect Conditions 90% threshold 85% threshold 80% threshold 
Indicator Desktop luminance 3 min 5 min 9 min 

 Background luminance 27 min 1 h 9 min 1 h 44 min 
 Desktop/background 3 h 29 min 3 h 29 min 3 h 29 min 

Position Ceiling 3 min 6 min 11 min 
 Eye 3 min 6 min 10 min 
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Figure 6.5: Normalized total power of the luminance signal relative to the temporal reso- 
lution per luminance metric with the lighting turned off. 

 
Table 6.7: Temporal resolution for the luminance distribution according to the normalized 
total power threshold with the lights off. In grey, the temporal resolutions for the alternative 
thresholds are illustrated. 

 

 
It was hypothesized that the desktop luminance has a strong correlation with the 

desktop illuminance indicated in Section 6.3.2. With the artificial lighting turned 
off, temporal resolutions of 3 and 5 minutes were required for the illuminance and 
luminance measurements, respectively, to maintain a power of 85%. When the arti- 
ficial lighting was turned on, a temporal resolution of 8 and 9 minutes was required, 
respectively. Hence, only minor differences were exhibited between the desktop illu- 
minance a desktop luminance due to variable weather conditions but also due to the 
larger measurement area of the luminance, making it slightly more sensitive. This 
places the results found for the illuminance in Section 6.3.2 and the luminance in 
Section 6.3.3 on approximately the same level. 

 
6.3.4 Sensitivity 
As indicated in Section 6.2, a threshold of 85% was assigned, which was arbitrary to 
a certain extent. Therefore, the resulting temporal resolutions were also calculated 
for a threshold of 90% and 80% to indicate the sensitivity of this assumption. 

The results show (Tables 6.4 to 6.8) that the sensitivity of this assumption was 
high for conditions that required relatively low temporal resolutions. On the other 
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Table 6.8: Temporal resolution for the luminance distribution according to the normalized 
total power threshold with the lights on. In grey, the temporal resolutions for the alternative 
thresholds are illustrated. 

 
Aspect Conditions 90% threshold 85% threshold 80% threshold 
Indicator Desktop luminance 4 min 9 min 17 min 

 Background luminance 4 min 13 min 29 min 
 Desktop/background 3 h 29 min 3 h 29 min 3 h 29 min 

Position Ceiling 3 min 7 min 14 min 
 Eye 11 min 24 min 35 min 

 
 

hand, conditions that required a high temporal resolution such as the outdoor illu- 
minance measurements, shown in Table 6.4, were not sensitive to the threshold that 
was assumed. This indicates that for very high temporal resolutions the assumption 
of 85% is acceptable. However, in the context of this thesis, the emphasis lies on 
indoor measurements, generally with the artificial lighting switched on. This implies 
that the temporal resolution is, to a certain extent, dependent on the set threshold. 
For instance, desktop luminance measurements resulted in temporal resolutions of 4 
minutes, 9 minutes and 17 minutes for a 90%, 85% and 80% threshold, respectively, 
representing a significant range. Therefore, the temporal resolution should be chosen 
carefully. 

In general, the sensitivity is rather low when the slope of the cumulative total 
power is steep but it increases when the slope becomes more flat. However, the area 
where the slope is steep, is generally decisive. 

 

6.4 Discussion 

In this chapter the DFT was applied to three data sets, with varying characteristics, 
with the objective to determine a suitable temporal resolution for long term luminance 
distribution measurements. 

Generally, the results indicated that the highest temporal resolution was required 
for intermediate sky conditions with the electrical lighting switched off. All three data 
sets required a temporal resolution, utilizing a 85% power threshold, below or equal 
to 5 minutes. In some cases, the clear sky conditions were considered equal or even 
more variable compared to intermediate sky conditions. Sky conditions were rated 
as clear when the cloud cover was below 4. Hence, it does not guarantee a perfect 
clear sky. This classification was applied to provide more homogeneous data sets, as 
perfect clear skies occur infrequently in the Dutch climate. 

Also, the variability of overcast skies was relatively high according to the DFT, 
for instance, Figure 6.2 shows a minor but distinct peak for the 1 min interval where 
one expects almost no dependency on higher frequencies. Firstly, perfect overcast sky 
conditions do not exist, still some minor variations can be exhibited. Secondly, the 
sensor outputs are expected to contain some noise for the higher frequencies. These 
artefacts might have caused the relatively high variability for the higher frequencies. 
However, the effects of these artefacts are limited, as the 85% threshold accounts for 
some noise and other sky conditions are decisive. 

When the electrical lighting was turned on, the required temporal resolution 
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decreased to 8 and 9 minutes, for desktop illuminance and desktop luminance, re- 
spectively. However, the respective data sets, with the electrical lighting on, were 
relatively small. Therefore, the effect of the variable weather conditions, compared 
to when electrical lighting was switched off, is difficult to seize. Moreover, the sensi- 
tivity of the assumption that 85% of the total power of a signal is a suitable threshold 
was relatively high for these conditions. Therefore, it seems appropriate to be at the 
higher side of these temporal resolution. It would be beneficial, although, if a thresh- 
old could be applied with a more fundamental basis. 

For the luminance distribution, the desktop luminance was most sensitive to the 
variability of daylight most likely due to a higher component of direct light. The 
background surface, especially measured with Bee-Eye 2, contained relatively large 
surfaces that did not capture direct light, which was not the case for the desktop 
surface. Ratios turned out to be almost insensitive to daylight variations as both 
components are subject to almost identical daylight variations. 

Finally, the DFT applied to the luminance distribution should be considered 
carefully. Discrete Wavelets Transforms (DWT) were actually the valid method for 
this non-stationary signal. However, Houtveen and Molenaar [213] showed that win- 
dowing is able to prevent bias in amplitude and frequency, which was only validated 
based on heart rate data. However, the luminance data had different characteristics 
with very large discontinuities, as indicated in Figure 6.1. 

The appropriate temporal resolution is based on the most extreme conditions, 
for instance desktop luminance measurements under intermediate sky conditions. 
They exhibit the largest variation and are, therefore, normative for the temporal 
resolution. Nevertheless, luminance measurements, in the context of this thesis, are 
conducted within the office environment with the electrical lighting generally turned 
on. Consequently, a temporal resolution of 5 to 6 minutes is deemed appropriate. 
With this temporal resolution, the 85% thresholds for indoor measurements including 
electrical light were well satisfied. Moreover, the temporal resolution is almost in the 
range of indoor measurements without electrical lighting because this could occur 
occasionally as well. Finally, a temporal resolution of 5 or 6 minutes can be equally 
divided within an hour, which is not the case for 7 or 8 minute intervals. A temporal 
resolution of 5 to 6 minutes is much higher than applied by the evaluation studies 
[190, 191, 193] and corresponds to the temporal resolution applied in the luminance- 
based control system developed by Goovaerts et al. [194]. On the other hand, it is 
significant lower than applied by Newsham and Arsenault [188], which was also the 
highest temporal resolution that was possible for their camera system. 

An alternative approach could be to assign a dynamic interval, which is a tem- 
poral resolution that is dependent on the current environmental conditions. A basic 
algorithm to achieve this conducts measurements at the highest interval but does 
not process the latest captured HDR image if there is no, or limited, difference to 
the previous measurements. A disadvantage is that due to the added complexity it 
requires even more computational resources. Moreover, it becomes difficult to deploy 
alternative applications such as occupancy sensing to the camera system [188]. How- 
ever, it does reduce the amount of data. Alternatively, a basic photo sensor might be 
utilized to detect changing conditions. 
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6.5 Conclusion 

Besides the spatial resolution, the temporal resolution is an aspect that has to be care- 
fully considered when performing long term luminance distribution measurements. 
The temporal resolution representing the number of measurements per time inter- 
val is a consideration between relevancy, computational resources and privacy, of 
which the latter two argue for lower temporal resolutions. Based on the Discrete 
Fourier Transform (DFT) of three alternative data sets representing in- and outdoor 
illuminance and luminance measurements, a temporal resolution of approximately 5 
to 6 minutes has been proposed for luminance distribution measurements in office 
environments. 

Utilizing the DFT to specify suitable temporal resolutions seems a useful method. 
However, it is complicated to assign an appropriate threshold that has sufficient fun- 
damental basis. Moreover, especially the data sets containing the desktop illuminance 
and the luminance distribution were relatively small. It is therefore, advised to con- 
duct long term measurements, for a year, at high intervals to create a data set that 
allows accurate extraction of the discrete Fourier transforms. 
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7.1 Introduction 

As illustrated earlier, a number of practical issues occur when luminance distribution 
measurement devices, such as the Bee-Eye, are implemented in real-life office envi- 
ronments (e.g. lighting control systems) for longer periods of time. For instance, the 
spatial (Chapter 5) and temporal resolution (Chapter 6) might need to be reduced 
to prevent privacy concerns and limit the computational costs. Preferably, to indi- 
cate visual comfort or visual performance, luminance distributions are required that 
correspond to the FOV of the user. This is not feasible for long term measurements 
because this, most likely, interferes with the daily activities within the office envi- 
ronment. Therefore, an alternative position should be applied such that it does not 
interfere and still approximates the FOV of the respective user. Furthermore, such a 
position should be easy to apply, preferably without complex commissioning. 

Three distinct strategies, from low to high obtrusiveness, that aim to measure 
the luminance distribution from an alternative position have been identified based on 
the available literature. These strategies aim to capture relevant information without 
interfering with the users and their activities. 

The first strategy, or the ceiling-based strategy, performs top-down measurements 
of the luminance distribution facing the work plane from the ceiling [141, 215, 216]. 
Hence, a luminance distribution with a different FOV is measured from a differ- 
ent angle of view compared to the actual FOV of the user. The objective of this 
ceiling-based strategy is to minimize interference with the office activities [216] while 
measuring the quantity of light on the desktop surface. A pilot study (Section 7.2) in- 
dicated that, for practical applications, ceiling-based luminance measurements seem 
a feasible solution. 

The second strategy, the partition- or monitor-mounted strategy, intends to mea- 
sure the luminance distribution with a similar angle of view relative to the user by 
placing the luminance camera on top of a monitor or partition in line with the users 
primary viewing direction [45, 217, 218]. In this configuration, the obtrusion for the 
user is limited. However, due to the translational displacement, the luminance cam- 
era omits the direct task area. Additionally, it might be experienced as very obtrusive 
for the office worker at the opposite workplace. 

Motamed et al. [218] studied the effect of a luminance camera on top of a monitor 
relative to the user’s FOV on the Daylight Glare Probability (DGP) by introducing 
a translational change of 100 cm. Measurements in a small office space with the 
desktop parallel to the window resulted in a relative difference in DGP with a root 
mean square (RMS) value of 11%. 

In the third strategy, the vicinity strategy, the luminance camera is placed some- 
where in the direct vicinity of the user, this can be either by small translational 
[188, 190, 191, 218] and/or angular [188, 218, 219] displacements relative to the user. 
Compared to the previous strategies this might cause some obtrusion (i.e. limited 
elbow room, privacy intrusion), but the relevant FOV, including the direct task area, 
is captured. 

Motamed et al. [218] also measured the effect of translational ( 30 cm) and 
angular ( 30°) displacements relative to the user’s FOV on the Daylight Glare Prob- 
ability (DGP). It turned out that the DGP is more sensitive to angular changes than 
to translational changes of the FOV with a maximum relative difference in DGP 
of 32%. Additionally, Fan et al. [219] applied either translational (23 to 118 cm) 
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or angular displacements (15° to 45°) relative to the user’s FOV under overcast sky 
conditions in a one-window office. The relative difference in luminance was deter- 
mined based on six luminance patches in the FOV of the user. The average relative 
differences were rather similar between translational and angular displacements with 
relative errors generally below 25%. For this research [219], it was proposed to place 
luminance cameras at 30° from the user’s FOV at a distance of 30 to 50 cm behind 
the user. 

Finally, some alternative measurement positions have been introduced in the lit- 
erature, which cannot be categorized. Goovaerts et al. [194] placed the luminance 
camera such that it provided an overview of the entire office environment while mea- 
suring glare, independent of a certain user, to control the automated blinds. Kim 
et al. [220], also to control the blinds, placed the luminance camera directly on the 
window surface such that the luminous conditions of the exterior environment were 
monitored. For such systems, one single measurement device would suffice for a sin- 
gle space. However, disadvantages of such systems are that they cannot be related 
to a user, as the lit environment experienced is largely dependent on the viewing 
direction. For instance, illuminance differences up to a factor of 20 can be exhibited 
in an office environment [221]. 

Open-plan offices are currently the most applied office typology, they are cost- 
effective and are intended to boost collaboration [222]. Especially in Europe, these 
offices either lack partitions or the partitions are very low. Therefore, the strategy to 
place the luminance camera on a partition is not feasible. Similarly, the strategy to 
place the luminance camera in the vicinity of the user is not very suitable for practical 
application in open-plan offices due to its obtrusiveness. Ceiling-based luminance 
cameras seem to be the most suitable position in this context, they do not cause any 
obtrusion and, moreover, they allow measurements for multiple users at once. 

Therefore, the objective of this study was to identify the most suitable position 
for ceiling-based luminance distribution measurements in an open office environment 
and to assess its performance under real office conditions. The research presented in 
this chapter consists of two phases preceded by a pilot study. The pilot study was 
employed to assess the feasibility of ceiling-based luminance distribution measure- 
ments. Subsequently, in the first phase, the most suitable ceiling-based measurement 
position was identified for four independent indicators representing the visual perfor- 
mance (2x), visual comfort and the NIF effects. In the second phase, the performance 
of this most suitable position, found in phase one, was assessed under real office con- 
ditions. 

 

7.2 Pilot 

The objective of this pilot study was to validate whether ceiling-based luminance 
distribution measurements are able to approximate luminous conditions as experi- 
enced by the user within a typical office environment. This will indicate whether 
it is feasible to perform ceiling-based measurements instead of luminance distribu- 
tion measurements at eye level with the objective to prevent interference with office 
activities. 
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7.2.1 Methodology 
Luminance distribution measurements, using three Bee-Eyes, were conducted in the 
mock-up office illustrated in Figure 5.1 (Page 80). Measurements were conducted for 
two days with clear sky conditions, two days with intermediate sky conditions and 
two days with overcast sky conditions during November and December 2018. Each 
day was described by a morning (8.30 - 12h) and afternoon (13 - 16.30h) period. 
For each weather condition and day period measurements were conducted with and 
without the electrical lighting (9x PHILIPS RC461B G2 PSD W60L60 1xLED34 
S/840) turned on, providing an equally distributed 750 lx, resulting in a total of 6 
measuring days. 

Two Bee-Eyes were placed at eye level, using tripods, representing the FOV of a 
seated virtual office user facing south (virtual user 1, BE2) and north (virtual user 2, 
BE3), respectively, as displayed in Figure 5.1. To compare these with the proposed 
ceiling-based solution, one Bee-Eye (BE1) was attached to the ceiling. 

For each individual luminance distribution, the average luminance on the desktop 
area directly in front of the two virtual users was extracted from Bee-Eye 2 and Bee- 
Eye 3. Additionally, the luminance from the identical desktop areas was extracted 
from Bee-Eye 1, representing an identical desktop area, with different distortions, 
from a different angle of view as displayed in Figure 7.1. 

 

Figure 7.1: Luminance mask applied in the pilot study, BE2, BE1 and BE3, respectively. 
The black mask relates to virtual user 1 while the orange mask relates to virtual users 2. 

 
The Normalized Root Mean Square Error (NRMSE) was used to indicate the dif- 

ferences between the approximated (ceiling-based) desktop luminance and the actual 
desktop luminance (eye level) experienced by the virtual user. Comparisons were 
conducted for all day periods, 12 in total, containing a wide range of conditions. A 
unique calibration factor (k) was applied to the luminance measured by the ceiling- 
based  camera  (L̄ceiling ),  according  to  Equation  7.1,  for  each  individual  day  period, 
to  approximate  the  experienced  luminance  (L̄eye).   Additionally,  all  measurements 
were compared, using the NRMSE, with only one single fixed calibration factor, rel- 
ative to each device, that matched the average desktop luminance of all ceiling-based 
measurements to the average desktop luminance measured at eye level. 

 

L̄eye  = k · L̄ceiling (7.1) 
 

7.2.2 Results 
In this section, the comparison between the average desktop luminance measured from 
the ceiling relative to the measurements at eye level, conducted during the pilot study, 
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is displayed. Figure 7.2 displays the average desktop luminance values measured for 
overcast sky conditions in the afternoon with the electrical lighting off and on. It 
shows large correspondence between the approximated luminance, originating from 
the ceiling measurements, and the actual luminance measured from eye level when a 
unique calibration factor was applied for each day period, although the predictions 
were statistically different (p = 0.0176 and p = 0.0016) for both virtual user 1 and 
virtual user 2. Almost all peaks and dips were observed in both the approximated 
and the actual measured luminance, only small variations were found relative to 
the order of magnitude. Similar effects were exhibited during mornings and other 
weather types. Also, the approximations with a fixed calibration factor (Figure 7.2, 
Orange with transparent marker) showed reasonable resemblance to the eye level 
measurements. 
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Figure 7.2: Luminance of the ceiling-based measurement (Orange) relative to the actual 
luminance measured at eye level (Black) with errorbars representing the average deviation for 
grey surfaces (Chapter 2). Filled markers represent approximations with a unique calibration 
factor while transparent markers represent a fixed calibration. 

 
 

Table 7.1: Difference between approximated and actual desktop luminance, including 
calibration factor k. The fixed NRMSE applied the mean k (k = 0.96). The standard 
deviation is indicated between brackets. 

 
  k NRMSE NRMSE (fixed k) 

Total  0.96 (0.11) 10.3% (4.8%) 14.6% (9.4%) 
Lighting Lights On 1.00 (0.07) 9.5% (5.1%) 10.6% (4.0%) 

 Lights Off 0.91 (0.11) 11.0% (5.1%) 18.6% (11.9%) 
Period Morning 0.94 (0.12) 9.8% (4.5%) 16.8% (11.9%) 

 Afternoon 0.97 (0.08) 10.7% (5.1%) 12.4% (5.0%) 
Sky Clear 1.00 (0.09) 7.8% (5.0%) 12.6% (7.0%) 

 Intermediate 0.98 (0.07) 12.1% (5.2%) 12.4% (4.0%) 
 Overcast 0.89 (0.12) 10.9% (2.7%) 18.9% (13.2%) 

Virtual user 1 0.98 (0.13) 10.2% (5.2%) 16.6% (12.0%) 
 2 0.93 (0.07) 10.3% (10.3%) 12.6% (4.9%) 
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Table 7.1 shows that, on average, the NRMSE between the approximation and 
the actual luminance was 10.3% with a standard deviation of 4.8% when a unique 
calibration factor was applied for each day period. It also shows that this calibration 
factor k was very close to 1, also it exhibited only little variance. The NRMSE 
generally was high for highly variable conditions. For instance, the largest difference 
was found during intermediate sky conditions. The largest variation was found for 
the prediction of the desktop luminance in front of virtual user 1, which was oriented 
south. 

On average, the prediction using a fixed calibration factor had an NRMSE that 
was 4.3% higher. However, the average variability of the NRMSE, indicated by the 
standard deviation, was more than doubled. For the individual conditions, the fixed 
calibration always resulted, for the NRMSE, in an increase ranging from 0.3% to 8.0%. 
Remarkably, the variability of the NRMSE showed generally either a large decrease 
or a large increase for a fixed calibration factor relative to a unique calibration factor. 

Moreover, the approximations showed a large agreement with the actual values, 
indicated by Pearson’s correlations of 0.994 and 0.995, respectively. An average bias 
of 17.0% relative to virtual user 1 and 11.3% relative to virtual user 2 was found. 
This shows some similarities to the NRMSE (16.6% to 12.6%) found in Table 7.1. 

 
7.2.3 Conclusion 
This pilot showed that the experienced desktop luminance can be approximated, to a 
certain extent, using a ceiling-based luminance camera, although the approximations 
were statistically different compared to the actual luminance values. For a practical 
application, assuming a fixed calibration factor, the ceiling-based camera introduced 
an NRMSE of 14.6% and a mean bias of 14.2%, which for practical applications such 
as lighting control systems can be considered sufficient. Consequently, the feasibility 
of ceiling-based luminance distribution measurements is further elaborated in the 
remainder of this chapter. 

 

7.3 Experimental setup 

Additional luminance distribution measurements, using the Bee-Eyes, were conducted, 
with the objective to further assess the feasibility of ceiling-based luminance distribu- 
tion measurements, in a mock-up office room (5 m x 5.5 m) with west-facing façade 
and a window opening of 5.5 m x 1.35 m, at the Building Physics and Services lab- 
oratory  at  the  Eindhoven  University  of  Technology.   The  façade  was  designed  such 
that  it  corresponds  to  an  ‘average’  office  façade  with  an  average  simulated  (Relux 
2019.3.3.0) daylight factor of 6.2% (min = 2.1%, max = 16.5%). Four alternative 
ceiling-based positions were identified, as shown in Figure 7.3, which were expected 
to be able to approximate the luminous conditions to a certain extent, relative to 
the FOV of six virtual users (E1-E6). The actual luminous conditions for the virtual 
users were also measured, at a height of 1.2 m and at a horizontal distance of 20 
cm from the desktop edge, corresponding to the eye position of a seated user. The 
lighting (9x PHILIPS RC461B G2 PSD W60L60 1xLED34 S/840) was turned on and 
provided a uniformly distributed 500 lx with a CCT of 4000 K on the desktop. Each 
desk contained an identical monitor (DELL 1708FPt, 300 cd/m2) with an identical 
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Figure 7.3: Floorplan and section of the mock-up office environment, the measurement 
positions are indicated by the grey-orange icons, it also indicates the wall, ceiling, floor and 
desktop reflectances of the surfaces (ρ). 

 
 

monitor test screen [223] at full brightness. 
For this research, four distinct locations were identified in the ceiling: one directly 

above the desks (A and A’), analogeous to the pilot study, and three directly above the 
aisle (B and B’) with three distinct orientations: at 90°(1), 55°(2) and 20°(3) relative 
to the ceiling, such that the projection center focused at the floor underneath, center 
of the adjacent tables (B’2 to E5-6), and the center of the distant tables (B’3 to E1-
2), respectively. The non-perpendicular orientations (2) and (3) were lowered 10 
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cm relative to the ceiling to capture some direct sight of the ceiling. As an example, 
positions A and A’ were grouped as one (A) because the measurement position relative 
to the virtual users was identical, only the absolute location was different. 

Bee-Eye luminance distribution measurement devices, using the first measure- 
ment track (Section 2.2.4), were applied to measure four luminance based metrics, 
representing visual performance (2x), visual comfort and NIF effects, as described in 
Sections 7.3.1, 7.3.2 and 7.3.3. A photometric calibration factor was applied locally 
at the Bee-Eye, further post-processing was done using MATLAB R2019a. The Bee- 
Eyes were simultaneously calibrated (photometric calibration), in the mock-up office 
environment with electrical lighting only (500 lx, 4000 K), using a Konica Minolta 
LS-100 luminance meter (±2%, f t = 8%) and a white (ρ = 0.90) and grey (ρ = 0.18) 
standard reflector. 

 
7.3.1 Visual performance 
The visual performance was indicated by the average Desktop Luminance, similar 
to the pilot study in Section 7.2, because of its analogy to the often used desktop 
illuminance, and by the average Monitor Luminance. The average Desktop Lumi- 
nance was extracted by masking the respective desktop area for each measurement 
position, as illustrated in Figure 7.4. Similarly, the average Monitor Luminance was 
extracted by masking the respective monitor screen. For position A, no Monitor 
Luminance mask was applied because ceiling-based position A does not provide any 
view of the monitor screens. 

 

 

Figure 7.4: Desktop luminance masks for virtual user 6 and their respective ceiling-based 
alternatives. 

 
 
 

7.3.2 Visual comfort 
Besides visual performance, visual comfort is essential for achieving high-quality light- 
ing (Chapter 1), which is “lighting that allows you to see what you need to see quickly 
and easily and does not cause visual discomfort, but raises the human spirit” [8]. In 
this study, visual comfort was indicated by the average luminance in the 40° lumi- 
nance band (B40). The B40 Luminance was first introduced by Loe et al. [224] as 
an indicator for visual comfort as it encompasses the main viewing area of a person 
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Figure 7.5: B40 luminance masks for virtual user 6 and their respective ceiling-based 
alternatives. 

 
 

looking around in space. Later on, Van Den Wymelenberg and Inanici [225] showed 
that the B40 Luminance was one of the highest-ranked metrics for subjective visual 
preferences. Additionally, it was indicated that this metric is scene independent when 
applied at eye level, and hence does not require any commissioning. 

However, this scene independence becomes a disadvantage for a ceiling-based 
position because the 40° FOV of the user needs to be translated to the alterna- 
tive ceiling-based position. The translation was performed manually by masking the 
surfaces that were represented by the reference B40 Luminance mask. Due to the dif- 
ferent orientation and location of the ceiling-based positions certain surfaces might be 
omitted while others were enlarged or compressed, as is indicated in Figure 7.5. This 
translation could be automated for a more accurate conversion if space and camera 
(projection equation) are well defined, but this does require complex geometric mod- 
els to translate image coordinates of the reference camera to the image coordinates 
of the ceiling-based camera. 

 
7.3.3 NIF effects 
The most relevant measurable photometric quantity for the non-image forming (NIF) 
effects based on the luminance distribution is the Retinal Illuminance, which rep- 
resents the total flux on the retina under the assumption that the sensitive cells are 
relatively equally distributed [226]. The total flux on the retina is largely influenced 
by the cutoff shading due to the human facial structure and the spatial response func- 
tion of the eye [227]. The cutoff shading represented by the human FOV was based 
on Van Derlofske et al. [227] and Khademagha et al. [228] and is shown in Figure 
7.6.A. A distinction can be made between monocular vision and binocular vision, 
representing the areas that are covered by a single eye and both eyes, respectively. 
Additionally, the spatial response, due to the anatomy (not from the distribution of 
cells [229]), of the retina differs from the standard cosine function. Based on ray- 
tracing of a healthy 45 years old eye Van Derlofske et al. found a spatial response of 
the retina as illustrated in black in Figure 7.6.B. 

To extract the Retinal Illuminance from luminance maps, three distinct compo- 
nents were identified: masking of the FOV, application of the retina’s spatial respon- 
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sivity and the application of the pixels’ solid angle. Using the equisolid-angle fisheye 
projection equation [158], Equation 2.6 , the FOV of the left and right eye were trans- 
lated to an image resolution of 901 x 676 pixels as shown in Figure 7.6.A. Additionally, 
Figure 7.6.B shows the translated spatial response using the projection equation for 
an image resolution of 901 x 676 pixels. The solid angle (Ω) of this projection type 
is constant (equisolid) for each pixel, which was 1.22 · 10−6 sr. By combining the 
FOV (Mi,j), the spatial response (θi,j) and the solid angle (Ωi,j) of each pixel with 
the original luminance map (Li,j), the illuminance on the retina (Eret) for a single 
eye can be determined as indicated in Equation 7.2. The Retinal Illuminance, as 
experienced by the user, was assumed to be the average Retinal Illuminance for both 
eyes. 
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Figure 7.6: FOV (A) representing the FOV of the right and left eye. Sensitivity of the 
human eye (B) relative to the standard cosine function. 

 
 

901  676 

Eret = Li,j · Mi,j · θi,j · Ωi,j (7.2) 
i=1 j=1 

To extract the Retinal Illuminance experienced by the user, while measuring from a 
ceiling-based position, the FOV and the spatial response were manually translated, 
the solid angle remained equal. The FOV was translated similar to the B40 Lumi- 
nance mask in Section 7.3.2. Again, some differences were introduced for the different 
surfaces. The retina’s spatial response was translated by extrapolating the focal point 
(sensitivity of 100%) of the reference measurement at eye level to the ceiling-based 
FOV. Subsequently, the reference spatial response, divided into quartiles, was scaled 
such that the midpoint was allocated to the extrapolated focal point for the ceiling- 
based position, introducing distortions in the X and Y direction. Moreover, the total 
sensitivity of the ceiling-based masks was aligned with the total sensitivity of the 
reference masks. The Retinal Illuminance masks for the left eye are illustrated in 
Figure 7.7. 
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Figure 7.7: Left eye Retinal Illuminance masks for virtual user 6 and their respective 
ceiling-based alternatives. 

 
 

7.4 Phase 1 
 

7.4.1 Methodology 
In the first phase of this study, luminance distribution measurements were performed 
aiming to find the most suitable ceiling-based position in the mock-up office described 
in Section 7.3. Three calibrated Bee-Eye luminance distribution measurement devices 
(BE1-BE3) were used to measure the four alternative ceiling-based positions consecu- 
tively in combination with two reference measurements at eye level (E1-E6). Starting 
from Position A relative to E1 and E2, all positions and appropriate combinations, 
according to Table 7.2, were measured. All positions and combinations were mea- 
sured with and without daylight. The measurements were performed on 29-07-2019 
under clear sky conditions without direct sunlight (during morning), with an average 
global irradiance of 596 120 W/m2 and an average cloud cover of 35 38% mea- 
sured at the nearest weather station. Direct sunlight was prevented such that the 
measurements could be conducted consecutively, without abrupt variations in day- 
light. Therefore, there was no need to conduct all seven dependent measurements 
simultaneously. 

 
Table 7.2: Measurement sequence during Phase 1. This sequence was measured with and 
without daylight. 

 
BE1 A A’ A’ B1 B1 B2 B3 B’1 B’2 B’2 B’3 B’3 
BE2 E1 E3 E5 E1 E3 E3 E3 E5 E1 E5 E1 E5 
BE3 E2 E4 E6 E2 E4 E4 E4 E6 E2 E6 E2 E6 

 
Two sets, with and without daylight, of 36 luminance maps were captured; 24 

luminance maps from the six virtual user positions (E1-E6) and 12 from ceiling-based 
positions A, B1, B2, and B3. The luminance range, without daylight, for the virtual 
users and ceiling-based positions was approximately 1:1750 and 1:700, respectively. 
During post-processing, the relevant luminance-based metrics representing the visual 
performance, visual comfort and the NIF effects, described in Sections 7.3.1, 7.3.2, 
and 7.3.3, were extracted from the luminance maps relative to virtual users 1 to 6. 
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The four alternative positions were assessed using the Coefficient of Determination 
(R2), which is a measure of how well observed data (at eye level) is predicted by 
a model (ceiling-based), relative to each luminance-based metric. High coefficients 
indicate a high ability to approximate the luminous conditions as experienced by the 
virtual users. 

Additionally, a linear model was developed for each luminance-based metric and 
each position, which relates the predicted luminance for the ceiling-based position 
to the actual measured luminance at eye level. This model, for the most suitable 
position, will be verified during the second phase. 

 
7.4.2 Results 
The results of the first phase are summarized in Figure 7.8 and Table 7.3. Figure 
7.8 shows that all ceiling-based positions were able to accurately predict the Desktop 
Luminance as experienced by the virtual user, for all cases more than 98% (= R2) of 
the variance was explained by the ceiling-based positions. Position A had a slightly 
lower performance than the variants of position B. However, for the B40 Luminance, 
position A outperformed the variants of position B (Table 7.3). On average, consid- 
ering visual performance, visual comfort and NIF effects, the performance of position 
A and position B3 were very similar. However, position B could measure the Monitor 
Luminance, which was not possible for position A. The performance of positions B1 
and B2 were comparatively low (Table 7.3). Therefore, based on these measurements, 
position B3, an aggregate of B3 and B’3, was found to be the most suitable ceiling- 
based position, this position also had the largest similarities with the FOV and the 
angle of view of the eye-level measurements. 

The coefficients (Table 7.3) of the linear model (Actual = a Predicted + b) 
were generally smaller (closer to 1.0) for the Desktop and Monitor Luminance, due 
to their simplicity; it is rather straightforward to extract these luminance metrics 
because they were strictly defined by a surface. For the B40 Luminance and Reti- 
nal Illuminance, the corrections were more distinct because of the high complexity. 
However, this only had a limited effect on the coefficient of determination, which was 
subject to the variance which cannot be accounted for by the correction model. 

 
Table 7.3: Model parameters relative to the four alternative ceiling-based positions 

 
Position Desktop Lum. Monitor Lum. B40 Lum. Retinal Illum. Average 

 R2 0.978 x 0.730 0.955 0.888 
A a 1.46 x 3.19 1.42  

 b 32 x 48 -51  
 R2 0.997 0.778 0.603 0.697 0.769 

B1 a 1.25 0.84 4.54 3.98  
 b 15 -4 94 231  
 R2 0.994 0.813 0.638 0.899 0.836 

B2 a 1.29 0.57 4.10 2.20  
 b 19 -14 95 106  
 R2 0.996 0.898 0.701 9.69 0.891 

B3 a 1.27 0.66 4.61 2.79  
 b 12 -9 80 135  
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Figure 7.8: Correlation plots for the Desktop Luminance relative to the four alternative 
ceiling-based positions, the measurements with daylight are illustrated with a solid marker 
face. 

 
 

Model A 

The conditions measured each virtual user (E1 to E6) were rather different. There- 
fore, linear models (y = ax + b, with x originating from the ceiling-based measure- 
ment) for each individual virtual user, based on two measurements (with and without 
daylight) for position B’3, were developed as shown in Table 7.4 (only E1, E5, and 
E6 are shown). From here on these specific models, relating the ceiling-based mea- 
surements to the eye level measurements, are referred to as Model A. Model A shows 
that the coefficients for different virtual users were profoundly different, especially 
for the B40 Luminance and Retinal Illuminance indicating that each desk requires 
individual commissioning when a ceiling-based system is applied. In practice, this 
would mean that the commissioning is relatively simple and straightforward because 
only two measurements are required per desk. However, the model might not be 
suitable for the wide range of conditions that can be exhibited during the day and 
even during the year. 
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Table 7.4: Model parameters (Model A) for relevant virtual users for alternative ceiling- 
based position B’3. 

 
Virtual User Desktop Lum. Monitor Lum. B40 Lum. Retinal Illum. 
E1 a 1.26 0.74 3.08 1.70 

 b -2.00 0.00 -90.9 -154.8 
E5 a 1.34 0.61 4.48 2.87 

 b -14.8 9.4 -186.1 -443.4 
E6 a 1.27 1.03 2.04 2.45 

 b -20.6 -4.8 -51.3 23.0 
 
 
 

7.5 Phase 2 
 

7.5.1 Methodology 
During the second phase, four Bee-Eyes were installed in the mock-up office environ- 
ment (Figure 7.3) to assess the performance under varying conditions for the most 
suitable position, position B3, as found in Phase 1. One Bee-Eye was attached to the 
ceiling at position B’3, which was one of the two locations of position B3. Three Bee- 
Eyes functioned as reference measurement at eye level for three virtual users, virtual 
user one (E1), virtual user five (E5), and virtual user six (E6), respectively (Figure 
7.3). Continuous measurements were conducted simultaneously from 05:30 to 22:00 
on 03-08-2019, which exhibited variable weather conditions (average global irradiance 
of 157 127 W/m2 and cloud coverage of 97 7 %) and a peak luminance ratio of 
1:5200. A temporal resolution of 10 minutes, resulting in exactly 100 measurements 
per device, was applied. Again, the Desktop Luminance, Monitor Luminance, B40 
Luminance, and the Retinal Illuminance were extracted during the post-processing 
phase, using MATLAB R2019a, using luminance masks analogous to Phase 1 (e.g. 
Figure 7.4). The measurement performance was assessed using the Mean Absolute 
Percentage Error (MAPE), which is an intuitive measure of prediction accuracy. 

To achieve acceptable MAPEs, models such as Model A were required to enhance 
the relation between ceiling-based measurements and eye level measurements. Three 
models, Model A (Table 7.4), Model B, and the Simplified Model B were implemented 
in the analysis. 

 
Model B 

As Model A was only based on two measurements, it was expected that this model 
might not be suitable for all relevant conditions. Therefore, a more elaborate model 
was developed based on additional measurements in the mock-up office environment 
to ‘train’ a new model. Identical measurements were performed from 05:30 to 22:00 on 
04-08-2019 with again an interval of 10 minutes. For each virtual user and luminance- 
based metric 100 data points, originating from the additional measurements, were 
used to fit new models to y = ax + b, as shown in Table 7.5, independent of the test 
data (measured on 03-08-2019). Outliers, which were values more than three scaled 
Median Absolute Deviations (MAD) from the median, as illustrated in Figure 7.9, 
were removed from this data set because they largely (negatively) affected the model. 
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From here on this elaborated model is referred to as Model B. In contrast to Model 
A originating from Phase 1, this model requires more extensive commissioning as 
reference measurements have to be performed for an entire day; however, this model 
is suitable for a much wider range of conditions than Model A. 
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Figure 7.9: Training data (orange, 04-08-2019) for Model B with outliers emphasized by 
a marker and test data (black, 03-08-2019) of the Desktop Luminance. The outliers are 
removed from the data set 

 
 

Table 7.5: Model parameters for Model B based on 100 independent samples measured 
from position B’3. 

 
Virtual User Desktop Lum. Monitor Lum. B40 Lum. Retinal Illum. 

 R2 0.996 0.988 0.933 0.955 
E1 a 1.30 0.55 2.38 1.22 

 b -7 8 -26 -5 
 R2 0.994 0.947 0.895 0.939 

E5 a 1.27 0.60 6.19 3.02 
 b -3 14 -208 -48 
 R2 0.999 0.992 0.916 0.976 

E5 a 1.35 1.00 2.32 1.10 
 b -25 -5 -9 100 

 
 
 

Simplified Model B 

Additionally, a Simplified Model B has been developed, it only differs from Model 
B for the B40 Luminance and the Retinal Illuminance representing visual comfort 
and NIF effects, respectively. Previously, the luminance masks for these luminance 
based metrics were translated to the ceiling-based position as accurately as possible, 
described in Sections 7.3.2 and 7.3.3, being complex and time-consuming. There- 
fore, in the Simplified Model B, semi-independent alternative masks (Figure 7.10) 
were applied for the B40 Luminance and the Retinal Illuminance, which were not 
complicated to apply; however, this might go at the expense of the accuracy. The 
simplified ceiling-based B40 Luminance mask consists of two parallel lines that have 
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Virtual User Desktop Lum. Monitor Lum. B40 Lum. Retinal Illum. 
 R2 0.996 0.988 0.907 0.969 

E1 a 1.30 0.55 1.53 7.82 
 b -7 8 42 110 
 R2 0.994 0.947 0.915 0.954 

E5 a 1.27 0.60 5.59 41.50 
 b -3 14 -116 -264 
 R2 0.999 0.992 0.916 0.974 

E5 a 1.35 1.00 2.65 9.63 
 b -25 -5 -4 134 
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an opening angle of approximately 40°. In contrast to the original B40 Luminance 
mask, the alternative mask does not diverge towards the periphery. The alternative 
Retinal Illuminance mask was only compressed vertically to avert irrelevant floor and 
ceiling surfaces, while the horizontal FOV was unchanged. As identical masks were 
applied for each virtual user, only the model was able to account for the differences 
between the virtual users. Therefore, the procedure described for Model B was repli- 
cated to develop new models for the B40 Luminance and the Retinal Illuminance, 
the individual models of the Simplified Model B are shown in Table 7.6. 

 
 

 
Figure 7.10: Simplified alternative luminance mask for the B40 Luminance and the Retinal 
Illuminance compared to the original luminance mask applied in Model B. 

 
 

Table 7.6: Model parameters for Simplified Model B based on 100 independent samples 
measured from position B’3. The values in grey are identical to Model B. 

 

 
 
 

Uncertainty 

In addition to the MAPE an uncertainty analysis has been conducted, which helps 
to translate ceiling-based measurements (Lceil) to eye level measurements (Leye) 
for practical applications. In a first step, the relative uncertainty was calculated 
according to δL =  Lceil    Leye  / L̄eye  for each luminance based metric independent 
to the virtual users, again extreme outliers were removed. As this value (δL) is an 
average relative uncertainty it does not illustrate the potential error. Therefore, the 
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margin of error (m), based on the 95% Confidence Interval (CI), was also calculated 
according to m = 1.96 σδL (σ = standard deviation), as normality was assumed 
according to the Central Limit Theorem. Finally, the uncertainty of a ceiling-based 
measurement was indicated by L = δL ± m. 

7.5.2 Results 
The overall results are displayed in Figure 7.11, each bar represents the MAPE for the 
different luminance-based metrics. It is clear that the Desktop and Monitor Lumi- 
nance (average MAPE of 3.8% and 4.3%, respectively) were performing significantly 
better than the more complicated B40 Luminance and Retinal Illuminance, which 
had average MAPEs of 22.5% and 25.5%, respectively. 

Especially, for Model A these differences were even more distinct. Both the Desk- 
top and Monitor Luminance, using Model A, achieved an acceptable MAPE of 3.7% 
and 6.2%, respectively, while for the Retinal Illuminance an unacceptable MAPE 
of 52.1% was found. Also for the B40 Luminance, this error was rather high, indi- 
cating that the elementary Model A was not suitable for complex luminance masks. 
However, when the respective surfaces are strictly defined (e.g. desktop) this model 
could be applied. Overall, Model B performed significantly better (average error of 
9.9% relative to 21.3%), as it captured a wide range of conditions while Model A was 
only a snapshot of, in this case, two conditions. These gains, relative to Model A, 
were mainly exhibited for the Monitor Luminance and the Retinal Illuminance. The 
Desktop Luminance showed a very similar performance while for the B40 Luminance 
the gains were marginal. Nevertheless, with this model, even the complex Retinal 
Illuminance can be measured with an acceptable MAPE for practical applications. 
However, this requires extensive commissioning to apply the luminance masks and 
develop the model. Therefore, a Simplified Model B was applied relative to the B40 
Luminance and Retinal Illuminance to reduce the effort required for commissioning. 
The effect of this simplification was limited, the B40 Luminance showed a minor 
decrease in performance while the Retinal Illuminance showed even a minor increase 
in performance, indicating that this simplification was acceptable compared to the 
original Model B. 

Besides differences between luminance-based metrics and models, also differences 
were exhibited between the three virtual users that were monitored as illustrated in 
Figure 7.12 for Model B. Overall, these results indicate that large ratios of daylight 
openings (Desk E5) resulted in a lower performance because the luminance for day- 
light openings is several orders of magnitude higher and can exhibit large variations. 
Only for the B40 Luminance, this effect was not found for this model. It performed 
especially poorly for the desk further away from the window (Desk E6), which also 
contained a large portion of the outside view. This was mainly caused by the ap- 
plied model and not the luminance mask, as this effect was not found for Model A. 
Additionally, alternative models in the analysis phase did not show this effect. More- 
over, also for the Simplified Model B, this effect was less pronounced. Therefore, it is 
likely that the conditions during the training of Model B were significantly different 
compared to the test data for virtual user E6, indicating the importance of relevant 
calibration conditions. 
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Figure 7.11: Mean Absolute Percentage Error (MAPE) for Model A, Model B and the 
simplified Model B relative to the Desktop Luminance, Monitor Luminance, B40 Luminance, 
and the Retinal Illuminance. 
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Figure 7.12: Mean Absolute Percentage Error (MAPE) for Desk E1, Desk E5 and Desk E6 
B relative to the Desktop Luminance, Monitor Luminance, B40 Luminance and the Retinal 
Illuminance for Model B. 
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Table 7.7 shows the average measurement uncertainty of the ceiling-based posi- 
tion. Similar to Figure 7.11, Model B was outperforming Model A as the margin of 
errors and uncertainties are lower. For instance, the Retinal illuminance, for Model 
A, has a margin of error over 100% meaning that illuminances twice as big as reality 
can be measured. Theoretically, according to these results, negative values could also 
be measured; however, in practice, these values will be truncated to zero, as it is 
not practically possible. In contrast to the MAPE, the margin of error of the B40 
Luminance was lower for the Simplified Model B compared to the original Model B, 
albeit negligible. Nevertheless, this luminance-based metric will be very difficult to 
measure in practice due to a margin of error of approximately 50% for Model B. 

 
Table 7.7: Uncertainty of ceiling-based measurement relative to the luminance-based met- 
rics and models. 

 

 
Desktop Luminance 
Monitor Luminance 
B40 Luminance 
Retinal Illuminance 

Model A Model B Model B Simplified 
−3.9% ± 15% −0.5% ± 13% −0.5% ± 13% 

1.7% ± 15% 2.8% ± 7% 2.8% ± 7% 
−15% ± 60% −1% ± 51% −2% ± 48% 
5.7% ± 109% 0.2% ± 32% 0.2% ± 32% 
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Figure 7.13: Absolute luminance measured for virtual user 5 (E5) at eye level (black) and 
approximated from position B’3 (orange) using Model B. The light orange area represents 
the margin of error. 

 
Figure 7.13 gives more insight in the measurement uncertainty of the ceiling-based 

position relative to virtual user 5 (E5) when applying Model B. Consistently, the B40 
Luminance and the Retinal Illuminance exhibit larger uncertainties indicated by the 
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large spread. Nonetheless, the actual Desktop Luminance also occasionally exceeds 
the expected error margin under extreme conditions. In this specific scenario, only 
one of the 100 measurements falls out of range, which can occur due to the 95% CI 
that was used to determine the error margin. Nevertheless, this is not necessarily 
problematic as this occurs only for extreme conditions, which will still be extreme 
with large measurement inaccuracies. 

When looking into the uncertainties of each individual virtual user, as shown in 
Figure 7.14, it becomes clear that lower luminance values are generally overestimated 
while higher luminance values are generally underestimated (see also Figure 7.13). 
The over-estimations are generally limited in magnitude but numerous, while the 
underestimations can be very large but occur less often. As a result, the average 
uncertainties were low, even for the B40 Luminance and Retinal Illuminance as in- 
dicated in Table 7.7. Nevertheless, the margin of error can be very large, making it 
complicated to apply in practice. Even for the well-performing Desktop Luminance 
virtual user E5 is expected to have an error margin of almost 15%. However, most 
of the time this is within 5%. 
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Figure 7.14: Bland and Altman plot for Desktop Luminance measured using Model B, 
each dot represents δL for an individual measurement, with a trend line in orange. The 
average bias or uncertainty is indicated by the black line, the dotted lines indicate the 95% 
CI. 

 
 
 

7.6 Discussion 

This study aimed to assess the feasibility of ceiling-based luminance distribution mea- 
surements as an alternative measurement position for open office environments. Mea- 
suring the luminance distribution from a ceiling-based position allows measurements 
over a longer period of time as it does not cause interference with daily activities, 
making it suitable for implementation in lighting control systems. However, it was 
expected that this goes at the expense of the accuracy. 
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7.6. Discussion 
 
 

The study showed that the Desktop and Monitor Luminance were sufficiently 
accurately measured using a ceiling-based position above the aisle with a 20-degree 
angle relative to the ceiling (B3), only minor errors were introduced. Only for extreme 
conditions, relatively high inaccuracies were present. Nevertheless, to our knowledge, 
this ceiling-based position is scarcely referred to before in the literature. The B40 
Luminance and the Retinal Illuminance were more complex to measure accurately 
using this ceiling-based position. Even with the elaborate Model B relatively high 
inaccuracies were found. Moreover, the masking procedure was rather complex and 
will, therefore, result in high commissioning costs. However, the simplified masking 
procedure did not have a significantly lower performance. 

In comparison with the partition- or monitor-mounted and the vicinity strategy 
the ceiling-based strategy, originally expected to have the lowest performance, does 
not perform significantly worse. Direct comparisons with each strategy could not 
be made due to a difference in methodologies making it impossible to rank the dif- 
ferent strategies. For the partition- or monitor-mounted strategy, a normalized root 
mean square error (NRMSE) of 11% was found for DGP [218], indicating that this 
partition- or monitor-mounted position also provides reasonable approximations. For 
the vicinity strategy [219], relative errors were generally below 25% which was always 
the case for the Desktop and Monitor Luminance (Table 7.7). The Retinal Illumi- 
nance performed only slightly worse (0.2% 30%), but did require a complex model 
to achieve this. 

The luminance masks that were strictly defined by a surface, the Desktop and 
Monitor Luminance, performed well. The translation for these luminance masks 
from eye level to ceiling-based is straightforward, especially when the view is unob- 
structed. Only minor distortions occur due to the fisheye projection, closer to the 
periphery these distortions increase. Nevertheless, the effect is limited, as the lumi- 
nance for virtual user 1 (E1), the reference measurement with the largest distortions, 
was measured rather accurately. The angle of view has an effect, however, the spec- 
ular reflections in the mock-up office, and most likely in other offices, were limited 
(specular reflection desktop 3%). This indicates that similar high accuracies can be 
expected for other strictly defined non-transparent, predominantly diffuse surfaces, 
such as the background wall. This does not hold for the window area as the angle of 
view has a large influence due to the directionality of sunlight. 

The B40 Luminance and Retinal Illuminance were not easily translated as they 
do not contain strictly defined surfaces. Their scene independence, at eye level, turns 
into a disadvantage for ceiling-based positions. Moreover, they contain a large area 
of the outside view, which is sensitive to the angle of view. Figure 7.12 indicates, for 
the Retinal Illuminance, that without a large portion of outside view (E1) relatively 
high accuracies can be achieved. Also, a complex but accurate translation of the FOV 
is not necessarily required, simplified semi-independent luminance masks performed 
practically identical to the more accurate but complex luminance masks, making it 
easier to implement in practice. 

The differences in the MAPE between Model A and Model B for the Desktop 
and B40 Luminance were negligible, the Monitor and Retinal Illuminance did show 
significant increases for Model B. For the Desktop Luminance a high performance 
was achieved for Model A, indicating a good fit. For the B40 Luminance, both 
models had a low performance, indicating that a good fit was not possible, which 
was already shown by the low R2 in Section 7.4.2. Therefore, for visual comfort, it is 
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advised to use another luminance-based metric because the performance of the B40 
Luminance was very low for ceiling-based measurements, preferably one based on 
strictly defined surfaces such as luminance ratios between task and background area 
[230], even though the uncertainty increases for a ratio. As an example, the ratio 
between the Desktop Luminance and Monitor Luminance was estimated to have an 
uncertainty of 30% (15% + 15%) and 20% for Model A and Model B, respectively, 
which is still much lower than for the B40 Luminance. 

The most suitable ceiling-based position and its performance were based on mea- 
surements in August in a Dutch climate. The most suitable position was determined 
based on two measurements of which one with daylight, without direct sunlight. Of 
course, this does not represent all relevant conditions. Nevertheless, we do not ex- 
pect very different findings for a wider range of conditions. For instance, continuous 
Desktop Luminance measurements using position A resulted in higher inaccuracies, 
NRMSE of 14%, as was shown in the Pilot study (Section 7.2), for varying conditions 
compared to position B3 (NRMSE of 5%). Moreover, the performance of position 
B3 was assessed only for a single day, sunrise to sunset, with varying daylight condi- 
tions. Naturally, this does not cover all conditions during the year. However, it does 
cover high luminance values, low sun elevations, and variable weather conditions and 
is, therefore, a reasonable approximation for a wide range of conditions. Neverthe- 
less, some minor deviations, without practical significance, might be expected to the 
MAPE and error margin for different conditions during the year. 

It is advised to limit the number of monitored users by a single luminance camera 
to a maximum of four, as was conducted during this research (virtual users E1, E2, E5, 
and E6, were virtual user E2 was not actively measured during the second phase). 
Additionally, measurements were only conducted in one single office environment, 
which was designed to approximate the ‘average’ open office condition. Three virtual 
reference users were applied to indicate the difference within the office environment, 
indicating some variability between environmental conditions such as the distances to 
the window, luminance camera, and the background. The effect of daylight coming 
through the window was found to be normative to the performance of the ceiling- 
based measurement. Therefore, it is expected that for office environments with similar 
daylight conditions the error margins will be of a similar magnitude. However, for a 
glazed façade at multiple orientations, for instance, it will be highly recommended to 
perform additional measurements, as the daylight conditions are simply too different. 

Figure 7.13 illustrates that the extreme conditions, high luminance values, were 
not accurately measured, even for the well-performing Desktop Luminance. The 
luminance and directionality were excessive for these conditions, resulting in severe 
inaccuracies. However, these extreme conditions are far outside the comfort range, 
with and without the severe inaccuracies introduced by ceiling-based measurements. 
As an example, both measurements (eye level – ceiling-based) will adjust the blinds 
in case of a luminance-based automated blind system. For this specific reasoning, 
outliers were removed for Model B and the uncertainty analysis. 

The findings of Figure 7.14, overestimation for lower luminance values and un- 
derestimation for higher luminance values, might indicate that a model based on a 
third-degree polynomial could have been used to limit the uncertainty. However, ini- 
tial tests with such a model did not lead to significant improvements that justified the 
added complexity. Therefore, these models were not deemed appropriate for practical 
implementation and were, therefore, discarded. 
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The findings of this study imply that relevant luminance distributions can be 
measured using sub-optimal ceiling-based positions in open office environments. This 
strategy prevents interference with daily activities and allows measurements for mul- 
tiple users at once. Henceforth, luminance cameras can be integrated with lighting 
control algorithms, which is expected to improve the overall lighting quality in office 
environments. Luminance-based metrics that consist of strictly defined surfaces that 
are non-transparent and predominantly diffuse are relatively easy to approximate. 
The commissioning, to capture the required models, during installation is rather lim- 
ited as only two reference measurements (Model A) are required per user position. 
When the office environment has undergone significant changes, for instance due to 
reorganization, this commissioning should be repeated otherwise irrelevant measure- 
ments might be conducted. Slightly higher accuracies can be achieved by extensive 
commissioning (Model B ), incorporating a wider range of conditions, but this gain 
is limited and, therefore, not advised for luminance-based metrics that consist of a 
strictly defined surface. Moreover, the performance of Model B could be improved 
further by a longer training period, incorporating an even wider range of conditions, 
such as seasonal effects. This gain is expected to be smaller than the measurement 
accuracy (5%-15%, Chapter 2) of luminance distribution measurement devices and 
has, therefore, limited practical significance. 

For more complex luminance based metrics, such as the Retinal Illuminance, ex- 
tensive commissioning (Model B ) is required to develop a correction model and to 
capture relevant outcomes. Such a model is more important than the luminance mask 
as it can account for minor mishaps in the mask. Nevertheless, even with extensive 
commissioning useful approximations are not guaranteed, which was exhibited for the 
B40 Luminance. Therefore, it is advised to use surface-bound luminance based met- 
rics instead of complex luminance based metrics when available, otherwise extensive 
commissioning is vital. 

 

7.7 Conclusion 

The objective of this research was to assess the feasibility of ceiling-based luminance 
distribution measurements in open office environments. A ceiling position above 
the aisle with a 20-degree angle relative to the ceiling was found to be the most 
suitable position because its FOV has large similarities with the FOV and angle of 
view of the user. This position was assessed using four luminance based metrics: 
Desktop Luminance, Monitor Luminance, B40 Luminance, and Retinal Illuminance, 
representing visual performance (2x), visual comfort and NIF effects, respectively. 
The Desktop and Monitor Luminance achieved an acceptable accuracy, MAPEs of 
3.7% and 6.1%, for the elementary Model A. The Retinal illuminance was able to 
achieve reasonable accuracy (MAPE of 12%) when the elaborate Model B was applied. 
For the B40 Luminance, inaccuracies > 20% were found for Model A and Model B. 
Therefore, it is advised to use surface-bound luminance based metrics, similar to 
the Desktop and Monitor Luminance, to replace complex luminance masks such as 
the B40 Luminance. The findings show that ceiling-based measurements are feasible 
when accounting for the uncertainty; however, a linear correction model is required 
to capture relevant data, which requires some effort during the commissioning. 

For future research, it is advised to translate the conducted measurements to mul- 
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Chapter 7. Ceiling-based luminance distribution measurements 
 
 

tiple different real office environments under different weather conditions such that 
the introduced uncertainties have more foundation for different office environments 
and different weather and climate conditions. Additionally, only four of the numerous 
luminance-based metrics were assessed, it is depending on the application whether 
these are the most relevant metrics. Finally, an alternative approach would be to 
apply neural networks to train a ceiling-based luminance camera to extract relevant 
information on multiple lighting quality aspects relative to the user. 
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III 

 
 

Part III 
 

Application of the luminance 
distribution 

 
In the previous two parts of this thesis, the first, but essential, steps 
towards practical and continuous luminance distribution measurements 
for lighting quality are made. The next step is to apply and implement 
this knowledge in real office scenarios. 

 
Chapter 8 aims to implement the methodology developed in Part I and 
the recommendations of Part II while monitoring a living office environ- 
ment. The objective was to validate the methodology and recommen- 
dations from Part I and II. Therefore, two identical mock-up offices are 
used, representing a lab condition and a field condition. In the lab con- 
dition state-of-the-art measurements are conducted as a benchmark. In 
the field condition, all recommendations are applied while the mock-up 
office is being used by a office worker. Based on relevant lighting quality 
aspects, the field condition measurements are related to the benchmark. 

 
Chapter 9 focuses on the implementation of a luminance camera such 
as the Bee-Eye in a lighting control system. Two basic luminance-based 
lighting control systems are applied in two identical mock-up office en- 
vironments to verify whether luminance-based control using a versatile 
sensor such as the Bee-Eye is feasible. Both the ability to provide visual 
comfort and the energy reduction are assessed. 
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Chapter 8. Field study 
 

8.1 Introduction 

The objective of this thesis was to conduct practical and continuous luminance distri- 
bution measurements for lighting quality, which serves as input for a lighting control 
system developed in the ’OptiLight’ project. Lighting quality, in this thesis, is in- 
dicated by 7 variable lighting quality aspects of which 6 are measurable by a single 
luminance camera (Chapter 1). Consequently, a luminance camera, the Bee-Eye, 
was developed that is autonomous and practical in use (Chapter 2). Moreover, an 
alternative method was developed to derive the luminance using floating point RBG 
values that was expected to improve the spectral match of such camera systems, and 
ergo the accuracy (Chapters 3 and 4). 

However, some complications [36, 231] are expected when measuring the lumi- 
nance distribution continuously in an office environment among others related to 
privacy, interference and computational costs. To deal with these issues, relevant 
aspects including the spatial resolution, the temporal resolution and the measure- 
ment position were investigated individually, in Chapters 5 to 7. Nevertheless, their 
impact and validity as a whole remains unknown when applied to a real office sce- 
nario. Most importantly, the effect of human behavior on these recommendations 
was not assessed yet. Office workers might not tolerate such a camera-based system 
in their office environment due to privacy concerns. Consequently, human behavior 
might hinder the measurements knowingly (sabotage [20]) or unknowingly (obstruct 
part of camera FOV [21]). Therefore, the objective of this chapter is to validate 
whether the luminance distribution is able to yield relevant input for lighting control 
systems, providing high quality lighting, while being implemented in a real office sce- 
nario. Consequently, the recommendations proposed earlier in this thesis are applied 
to prevent hindrance. 

To show the relevancy of these recommendations, a living office environment 
needs to be monitored continuously. A plain field study, however, cannot provide, 
or approach, the ground truth, which is required to test the validity of the recom- 
mendations. Often, subjective responses obtained in surveys, are used as a means to 
evaluate field measurements [192]. Nevertheless, an alternative approach was issued, 
analogous to [50, 51]. These studies utilized two identical and adjacent spaces to 
assess visual comfort. One space was occupied by a participant while the other space 
was used to conduct high quality measurements. Using this methodology, the ground 
truth can be measured, providing a benchmark, without bothering the participant. 
These types of studies are generally only feasible in a lab setting as identical spaces 
are not commonly available. Consequently, the spaces need to be be set up as a 
simulated work environment [48] to mimic a real living office environment in the lab. 

 

8.2 Methodology 
 

8.2.1 Experimental setup 
Measurements were conducted in two identical adjacent mock-up office rooms (5 m 
x  2.75  m)  with  west  facing  façades  at  the  Building  Physics  and  Services  laboratory 
at the Eindhoven University of Technology as shown in Figures 8.1 and 8.2. Mea- 
surements were conducted for 5 consecutive days, from 09:00 to 17:00, starting from 
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Figure 8.1: Measurement setup for the lab and field condition. The mock-up offices were 
designed to be identical. In the lab condition, highly accurate measurements were conducted. 
In the field condition, a real office environment was mimicked. (ρ = reflectance and ALDI 
= Ambient Light Directonality Indictor) 

 
 

23-03-2020. This week exhibited clear sky conditions (average cloud cover 7 19%) 
with a an average global irradiance of 420   164 W/m2.   The normalized irradi- 
ance is illustrated in Figure 8.3 for the 23rd of March. The mock-up office rooms 
represent one lab condition (Section 8.2.3) and one field condition (Section 8.2.4). 
Both mock-up offices were identically furnished as a private office environment, with 
a north oriented desktop positioned close to the window (Figure 8.2), only minor 
differences were exhibited. The lighting (2x3 PHILIPS RC461B G2 PSD W60L60 
1xLED34 S/840), with a CCT of 4100 K, provided an illuminance of approximately 
400 lx on the desktop in both office environments, without any daylight dependent 
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20˚ 
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dimming. The non-transparent blinds (ρ = 0.76) were controlled, simultaneously for 
both offices, by the participant in the field condition using wall-mounted buttons. 
Two identical monitors (DELL 1907FPt, 300 cd/m2) were installed in each mock-up 
office. Both offices were equipped with a Bee-Eye luminance camera as developed 
in Chapter 2 utilizing the first measurement track (Section 2.2.4) to measure the 
relevant lighting quality aspects continuously. The luminance-based metrics, defined 
in Section 8.2.2, were calculated during the post-processing phase using MATLAB 
R2019a, although they also could have been determined on the run. 

 

 
Figure 8.2: Impression of the similarity between the Lab and Field condition indication 
only minor difference between the office environments. 
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Figure 8.3: Normalized horizontal irradiance, indicating clear sky conditions, measured 
by the SolarBEAT [211] facility on top of the Building Physics and Services laboratory 
measured on the 23rd of March. 
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8.2.2 Lighting Quality Aspects 
Chapter 1 showed that the luminance distribution is a suitable tool to extract different 
lighting quality aspects simultaneously. Information on the quantity, distribution, 
glare, daylight, directionality and the dynamics of light can be extracted. In this 
chapter, a distinction has been made between lighting quality aspects relevant for 
visual performance and visual comfort. The luminance-based metrics used in this 
chapter to quantify these aspects are indicated in Table 8.1. 

 
Table 8.1: Lighting quality aspects and respective luminance-based metrics as applied in 
field study. 

 
Category Aspect Metric Reference 
Visual Performance Quantity 

Distribution 
Task Luminance 
Desktop Uniformity 

[42] 
[42] 

Visual Comfort Distribution Task/Adjacent/Background Ratio [232] 
 Glare DGP [51] 
 Daylight Daylight Ratio (Task Area) [233] 
 Directionality Vector to Scalar Ratio (ALDI) [111, 124] 
 Dynamics Daylight Variability (Task Area) [127] 

 
The Task Luminance (Ltask) was extracted by masking the desktop and monitor 

surface of the luminance map [234], which are the areas that mainly encompass the 
task area. The Luminance Uniformity (U0) was extracted for the desktop area only, 
using the luminance instead of the more often used illuminance. In this study, these 
luminance-based metrics represent the visual performance. 

Relative to the visual comfort, the distribution of the light is measured using 
the Task/Adjacent/Background Ratio, which is further elaborated in Figure 8.4. In 
practice, this metric is described by two ratios, the Task/Adjacent Ratio and the 
Task/Background Ratio. Glare was indicated by the Daylight Glare Probability 
(DGP) as discomfort glare originating from daylight was expected to be decisive 
compared to the discomfort glare occurring from the fixed electrical lighting. The 
DGP represents the probability that a person is disturbed by daylight glare [51]. The 
DGP was determined using the evalglare v2.06 software [51, 68] using the default 
2000 cd/m2 luminance threshold. To achieve representative results, the HDR images 
were cropped, and when required the spatial resolution was reduced, using bilinear 
interpolation, to the recommended 800 x 800 pixels. 

As daylight is generally preferred over electrical light [235], the Daylight Ratio 
was determined as well. The Daylight Ratio (DR) was indicated by the ratio between 
the total task area luminance (Ltask) and the task area luminance originating from 
daylight (Ltask − Ltask,e), according to Equation 8.1, on a scale from 0 to 1. The 
luminance originating from electrical light (Ltask,e) was determined at night and 
represented a luminance of 43 cd/m2. 

 

DR = 1 Ltask − (Ltask − Ltask,e) 
Ltask 

 
(8.1) 

 

The directionality of the light was indicated by the Vector to Scalar Ratio (Lv/Ls) 
indicated by Equation 8.2 [89, 114]. A high Lv/Ls indicates a strong directionality 
[111]. The Vector to Scalar Ratio was originally measured using cubic illumination 
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Figure 8.4: Left : The task (orange), adjacent (brown) and background (black) areas as 
measured in the lab condition. It gives also a impression of the blinds (±50% closed). Right : 
The Ambient Light Directionality Indicator (ALDI) attached just above the monitor. 

 
 

[119]. However, alternative methods have been proposed by [36] and [124]. In this 
study, an Ambient Light Directonality Indictor (ALDI, [124]) was attached to the 
wall just above the monitor. An ALDI is a pyramid shaped ornament, with a base 
of 20 cm by 20 cm, from which the surface luminance for each surface was extracted 
(Lx, L−x, Ly, L−y), as illustrated in Figure 8.4, in order to determine the Vector to 
Scalar Ratio (Equation 8.2). 

 

 
Lv/Ls = max (|Lx − L−x|, |Ly − L−y|) 

4 · Lx + L−x + Ly + L−y 

 
(8.2) 

 
Finally, the Daylight Variability (∆Lh,m) was calculated based on the Task Lu- 

minance (Ltask), using Equation 8.3, adopted from [127]. The average task lumi- 
nance at a point in time (Lh,m) was related to the luminance measured one hour 
ago (Lh−1,m), five minutes ago (Lh,m−1), five minutes into the future (Lh+1,m), and 
one hour into the future (Lh+1,m). Hence, measurements were effectively conducted 
from 08:00 to 18:00 to derive ∆Lh,m for 09:00 to 17:00. This metric was calculated 
in the post-processing phase; however, for real-time measurements either the future 
measurements are disregarded or are predicted using forecasting algorithms [236]. 

 

∆L = 1 ·
 

|Lh,m − Lh+1,m| + |Lh,m − Lh−1,m|+ 
h,m 4 Lh,m Lh,m 

|Lh,m − Lh,m+1| + |Lh,m − Lh,m−1|
     

(8.3) 

8.2.3 Lab Condition 
In the lab condition, which was unoccupied during the entire study, high accuracy 
luminance distribution measurements were conducted as a reference. These measure- 
ments were considered the benchmark. Luminance distributions were captured using 
a Bee-Eye luminance camera, with a spatial resolution of 2130 x 1600 pixels and a 
temporal resolution of 1 minute, from eye level (1.2 m) of a virtual user (Figure 8.1). 

 
Y 

-X X 
-Y 
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The luminance was calculated based on the conventional method using Equation 2.3 
(page 32), including a single photometric calibration (Section 8.2.5) and a conditional 
calibration for each specific measurement (KSP D). The conditional calibration was 
based on an additional spectral measurement using an Ocean Optics USB400 Fiber 
Optic Spectrometer, with an opening angle of 1.8°, focused on the wall directly above 
the monitor. The 1.8° wall projection was monitored by the Bee-Eye as well to cal- 
culate the respective KSP D calibration factor for each individual measurement. The 
monitor was activated and displayed a duplicated version of the monitor in the field 
condition. 

 
8.2.4 Field Condition 
In the field condition, the mock-up office was in use by a single participant during the 
entire measurement period. Consequently, an alternative measurement method had 
to be applied to measure the luminance distribution. The participant was instructed 
to use the mock-up office as his own private office to conduct his own work to limit 
experimental biases such as the observer effect. The electrical lighting was fixed, 
but the participant was free to alter blinds depending on his preference using wall 
mounted buttons. A single Bee-Eye luminance camera was attached to the ceiling 
above the aisle with 20° orientation relative to the ceiling, corresponding to the most 
suitable ceiling-based position found in Chapter 7. The measurements were conducted 
with a low spatial resolution of 440 x 330 pixels, as was recommended in Chapter 5. 
Consequently, this spatial resolution does not satisfy the required spatial resolution 
for the maximum luminance measurement, which is relevant for the DGP. A temporal 
resolution of 5 minutes was selected according to Chapter 6. 

An alternative method to derive the luminance using the floating point RGB 
values was applied according to the spectral mismatch optimization, Equation 3.5 
(page 47), proposed in Chapter 3. Therefore, in advance, the SPD of the office lighting 
was measured once with the blinds fully closed, half closed and fully retracted using 
the Ocean Optics spectrometer (180° FOV) as shown in Figure 8.5. Additionally, 
the spectral responsivity of the Bee-Eye, as illustrated in Figure 3.1 (page 49), was 
used as input leading to average recommended weighting factors for the RGB floating 
point values as shown in Table 8.2. Moreover, a single photometric calibration was 
applied using the alternative weighting factors (Section 8.2.5). 
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Figure 8.5: Normalized reference SPDs, representing the office lighting with the blinds 
fully closed (black), half closed (brown), and retracted (orange). 

R
el

at
iv

e 
R

ad
ia

nt
 P

ow
er

 



Chapter 8. Field study 

148 

 

 

·
 
 

1 ± 

 
Table 8.2: r, g and b weighting factors for luminance calculation in field condition. The 
average r, g, and b weighting factors are applied to Bee-Eye 2. 

 
1 

 
 
 
 
 
 
 
 
 

Model 

Analogous to Chapter 7, models were used to relate the ceiling-based measurements to 
the eye level measurements conducted in the lab condition. In contrast to Chapter 7, 
fitting to a second degree polynomial showed distinctively better results for a number 
of luminance metrics. 25 randomly selected data points from the original data set 
(Chapter 8) were used to develop models according to Actual = a Predicted2 + b 
Predicted + c for each relevant surface. Both the Daylight Ratio (Equation 8.1) and 
the Daylight Variability (Equation 8.3) did not require a specific model because these 
were directly based on the Task Luminance (Ltask) with its own specific model. The 
respective models are indicated in Table 8.3. 

 
Table 8.3: Model parameters based on 25 samples to relate the ceiling based measurements 
to the benchmark. 

 
R2 a b c 

Task Luminance (Ltask) 0.82 -8.8E-4 2.25 -17.35 
Uniformity (U0) 0.21 -8.6E0 1.77 0.05 
Adjacent Luminance (Ladj) 0.72 3.1E-4 0.84 16.06 
Background Luminance (Lback) 0.86 -1.3E-3 1.49 -11.50 
DGP 0.01 1.3E2 -34.06 2.38 
Area -X Luminance (L−x) 
Area X Luminance (Lx) 

0.31 
0.68 

-1.9E-7 
-2.8E-6 

0.00 
0.00 

0.17 
0.50 

Area -Y Luminance (L−y) 0.29 -2.0E-3 1.92 -35.35 
Area Y Luminance (Ly) 0.61 -4.1E-4 0.64 33.74 

 
 

8.2.5 Photometric Calibration 
A photometric calibration was applied to both Bee-Eyes in advance. Within the 
mock-up office the luminance of a standard grey (ρ = 0.18) and standard white card 
(ρ = 0.90) was extracted simultaneously for Bee-Eye 1, Bee-Eye 2 and a Konica Mi- 
nolta LS-100 luminance meter ( 2%, f t 

= 8%). This procedure was conducted thrice 
with the blinds fully closed, half closed and fully retracted. The average calibration 
factor, of both Bee-Eyes, was calculated based on these six luminance measurements. 
For Bee-Eye 2, applied in the field condition, the photometric calibration was deter- 
mined relative to the alternative luminance calculation introduced in Section 8.2.4. 

 r g b f t 
δL 

Blinds fully closed 0.12 0.88 0.00 37.3% 2.66% 
Blinds half closed 0.10 0.90 0.00 37.3% 12.68% 
Blinds retracted 0.10 0.90 0.00 37.4% 13.79% 
Average 0.1067 0.8933 0.0000 37.3% 9.71% 
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8.2.6 Analysis 
The analysis was twofold. First, the lit environment in the single-office environ- 
ment was evaluated, using the seven lighting quality aspects, according to the bench- 
mark measured in the lab condition. Moreover, the correlation between the different 
luminance-based metrics were explored analogous to Veitch and Newsham [9], which 
is considered very relevant for future field studies [231]. Secondly, it was assessed 
whether the alternative measurements, in the field condition, were able to repli- 
cate/approximate the findings of the benchmark measurements. The visualizations 
that are provided refer to one single day, while the remaining analysis was based on 
the complete data set of five consecutive days. 

In contrast to Chapter 7, the Mean Absolute Percentage Error (MAPE) was 
not used as the primary assessment criterion. It was expected that for a number 
of luminance-based metrics the output would be rather close to zero (such as the 
Uniformity and the Daylight Variability) and for values close to zero the MAPE will 
be very high and hence compromise the informativity of the MAPE [237]. 

As a first alternative, statistics were applied to assess whether the output from 
the field condition originated from the same distribution as the output from the lab 
condition. Normality of the data (Lab Field) was assessed using the One-sample 
Kolmogorov-Smirnov test, which yielded p < 0.001 for all metrics. Consequently, the 
non-parametric Wilcoxon signed rank test was applied (α = 5%, CI 95%) to assess 
the difference between the lab and field condition. Analogous to Chapter 5, the focus 
was on the effect size indicating the practical significance, as the p-value tends to 
go to zero quickly for large data sets [206]. The effect size was calculated according 
to Equation 8.4 with r as Pearson’s r, Z as the Z-score and n as the sample size 
[207]. Generally, effect sizes of 0.1, 0.3 and 0.5 are considered small, medium and 
large effects, respectively. 

r = Z/
√

n (8.4) 

Secondly, analogous to Chapter 3, Lin’s Concordance Correlation Coefficient (ρc) 
was utilized to assess both the accuracy (Cb) and precision (ρ) of the alternative 
method relative to the benchmark [176]. Accuracy, or ’trueness’, is considered a 
description of systematical errors (bias), while precision is considered a description 
of random errors (variability) [176, 238]. There is no clear cut agreement on the 
interpretation of ρc as indicated in Table 8.4. 

 
Table 8.4: Alternative classifications of strength of agreement for Lin’s Concordance Cor- 
relation Coefficient (ρc). 

 

Agreement 
Almost perfect 
Substantial 
Moderate 
Poor 

McBride [239] Landis & Koch [240] 
> 0.99 > 0.80 

0.95 0.99 0.60 0.80 
0.90 0.95 0.40 0.60 

< 0.90 < 0.40 
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8.3 Results 
 

8.3.1 Lighting Quality in the lab condition 
In this section, lighting quality as measured in the lab condition is evaluated. The 
black line in Figures 8.6 to 8.8 indicate the respective luminance-based metrics mea- 
sured in the lab conditions. The daylight contribution is illustrated in Figure 8.3. 

Figure 8.6 evaluates the visual performance, which was defined by the Task Lu- 
minance and Uniformity. Both the Task Luminance (   180 cd/m2) and Uniformity 
(    0.15) were rather constant in the morning, as no direct sun light was entering 
the office environment. Assuming a Lambertian surface the task illuminance was 
estimated to be approximately 1200 lx, which is well above the requirements (500 
lx, [42]). The Uniformity was well below the requirements (for illuminance 0.6, 
[42]). However, people tend to accept lower uniformities caused by daylight openings 
[241]. The afternoon, allowing direct sun light, represented more variable conditions. 
The Task Luminance increased drastically while the Uniformity decreased drastically. 
Mainly due to the increased Task Luminance the blinds (impression in Figure 8.4) 
were, according to user feedback, utilized twice, at 13:15 (   30% closed) and 15:15 
( 80% closed), which is clearly visible in both subplots. The blinds were only re- 
tracted at the start of the next day. Lowering the blinds increased the Uniformity as 
the luminance gradient on the desktop surface was reduced. 
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Figure 8.6: Task luminance (Ltask) and Uniformity (U0) representing the visual perfor- 
mance. The black line indicates the benchmark (lab condition), the orange line represents 
the alternative method (field condition), and the brown box marks an example of noise 
caused by human behavior. 
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Figure 8.7 relates to the Task/Adjacent/Background Ratio, the first metric for 
visual comfort. The Task/Adjacent/Background Ratio was separated into two dis- 
tinct ratios to allow visualization. A trend analogous to the Task Luminance was 
found, with increasing ratios towards the end of the day. Again, the use of the 
blinds was clearly visible. The Illuminating Engineering Society (IES) suggests a 
Task/Adjacent/Background Ratio of 1:3:10 [232], which was almost within reach 
in the late afternoon (1:2:3.5). However, in the early morning, the homogeneity 
within the room was close to 1:1:1. So, the lighting was more homogeneous than 
recommended, due to large daylight openings and similar surface finishes. Never- 
theless, there are some studies [9, 234] that propose lower ratios, within order of 
magnitude as found in this study, compared to the IES as it is largely dependent on 
the environmental context. For instance, De Bakker et al. found a preference for 
”task ≈ adjacent ≈ background” [234]. 
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Figure 8.7: Task/Adjacent (Ltask/Ladj) and Task/Background (Ltask/Lback) ratios, met- 
rics relevant for visual comfort. The black line indicates the benchmark (lab condition), the 
orange line represents the alternative method (field condition), and the brown box marks 
an example of noise caused by human behavior. 

 
The remaining lighting quality aspects, representing glare, daylight, directionality 

and dynamics of light, are illustrated in Figure 8.8. The DGP, representing glare, 
also largely resembled the pattern of theTask Luminance. Although, the peak at 
13:15 was more distinct for glare, while the increase towards 17:00 was almost non- 
existing. It should be noted that the DGP is only valid between 0.2 and 0.8 [51], 
which was not exceeded during this study. It is not likely that the use of blinds was 
initiated by daylight glare as a DGP between 0.33 and 0.38 is only categorized as 
perceptible [65]. In conclusion, the hypothesis that blinds were activated based on 
the Task Luminance maintains valid. 
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As the office contained large daylight openings the Daylight Ratio was high during 
the entire study, ranging between 70% and 100%. Again, large correspondence was 
found with the Task Luminance, on which this metric was partly based. The Daylight 
Ratio does not have a specific requirement. However, one can assume that generally 
daylight is appreciated over artificial light [235]. 

The Vector to Scalar ratio mainly exhibited changes when the blinds were used. 
The increase of daylight, for instance during the beginning of the afternoon, had a 
limited effect. Only in the late afternoon, when direct sunlight was exhibited within 
the office space a clear increase was found. According to literature, a Vector to Scalar 
ratio between 1.2 and 1.8 is preferred for daylight quality in office environments [242], 
which was only achieved occasionally, close to 17:00. Again, due to similar surface 
finishes with high spectral reflectances the lighting distribution had a large diffuse 
component. 

Finally, the Daylight Variability behaved distinctively different than the previous 
lighting quality aspects. Although, the moment of closing the blinds is clearly visibly 
by a large increase in ∆Ltask. Due to the weather conditions, a clear sky, the vari- 
ability throughout the week was rather low; so, the blinds were the main agent that 
impacted the Daylight Variability. Especially during the morning the variability was 
very low, indicating a very constant lit environment, which was already indicated by 
the Task Luminance. 
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Figure 8.8: DGP, Daylight Ratio (DR), Vector/Scalar Ratio (Lv/Ls) and the dynamics 
of light (∆Ltask) ratios, metrics relevant for visual comfort. The black line indicates the 
benchmark (lab condition), while the orange line represents the alternative method (field 
condition), the DGP markers relate to Figure 8.10, and the brown box marks an example 
of noise caused by human behavior. 

 
In general, relatively little noise was exhibited despite the high temporal reso- 

lution. The minor differences between two consecutive measurements, analogous to 
Chapter 6, indicate that a temporal resolution of 1 minute is not necessarily required 
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for indoor luminance distribution measurements. Moreover, multiple luminance- 
based metrics showed similar patterns throughout the day, indicating that some 
metrics might be redundant. Table 8.5 shows the correlations between the differ- 
ent metrics. First, it shows that the Vector to Scalar Ratio (Lv/Ls) and the Daylight 
Variability (∆Ltask) performed very different compared to the other metrics. Re- 
markably, the Uniformity (U0) and DGP often had a moderate (negative) correlation 
with the remaining metrics. The remaining metrics were, to a certain extent, based 
on the Task Luminance and consequently showed substantial correlations. 

 
Table 8.5: Correlation, using Pearson’s r, between the different luminance based metrics 
as measured in the lab condition. 

 
 
 
 
 

Ltask 1.00    
U0 -0.69 1.00  
Ltask/Ladj 0.65 -0.70 1.00 
Ltask/Lback 0.76 -0.89 0.90 1.00   
DGP 0.74 -0.54 0.33 0.51 1.00  
DR 0.70 -0.85 0.57 0.73 0.67 1.00 
Lv/Ls 0.04 0.04 -0.26 -0.10 0.24 0.17 1.00 
∆Ltask 0.01 -0.08 0.11 0.10 -0.09 -0.26 -0.36 1.00 

 
 

8.3.2 Agreement of alternative method in the field condition 
The following section aims to relate the alternative measurements in the field con- 
dition to the findings described in Section 8.3.1, corresponding to the orange lines 
in Figures 8.6 to 8.8. First, it was assessed whether the distribution of the output 
yielded by the alternative method in the field condition was different than the out- 
put of the benchmark measured in the lab condition. Table 8.6 shows the results of 
the Wilcoxon signed ranked test. Both the Task Luminance and the Daylight Ratio 
did not have a significantly different median when applying the alternative method. 
Also, the effect size for these two metrics was considered small. This indicates that 
on average the Task Luminance and the Daylight Ratio were not different from the 
alternative method. Medium effect sizes were exhibited for the Task/Adjacent Ratio, 
Task/Background Ratio and the Daylight Variability, indicating that, with careful 
consideration, the average performance of these metrics might be estimated using 
alternative field measurements. Very large effect sizes were exhibited for the Uni- 
formity, DGP and Vector to Scalar Ratio. This indicates that these aspects are not 
accurately estimated using this specific methodology, which was already evident from 
Figures 8.6 and 8.8. 

The accuracy and precision were relatively high for the Task Luminance as is 
indicated in Table 8.7, which corresponds to the findings in Figure 8.6. The accuracy 
(Cb) is higher than the precision (ρ) mainly due to noise, which adds a certain amount 
of variability. It is hypothesized that the noise was caused by the participant regularly 
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Table 8.6: p-value and effect size, representing the statistical and practical significance, of 
the difference between the alternative (field) and benchmarked (lab) method, assessed with 
the Wilcoxon signed rank test. 

 
Metric p-value Effect size 
Task Luminance 0.919 0.005 
Uniformity < 0.001 0.861 
Ratio Task/Adj 0.002 0.153 
Ratio Task/Back < 0.001 -0.495 
DGP < 0.001 0.865 
Daylight Ratio 0.398 -0.038 
Vector to Scalar ratio < 0.001 -0.547 
Daylight Variabiliy < 0.001 -0.448 

 
 

blocking a certain part of the task area as seen from the Bee-Eye, a clear example 
is illustrated in Figure 8.9. The snapshot in the middle corresponds to the Task 
Luminance peak accentuated in Figure 8.6 but also in Figures 8.7 and 8.8. The 
luminance increased due to absence of the participant. The 11:40 instance also shows 
that due to movement during the capturing of the HDR image, ghosting might occur 
[46], which results in an intermediate case of obstruction. This indicates the numerous 
different levels of variability due to the user. Combined, a ρc of 0.75 was found for 
Ltask, according to McBride this is rated as a poor agreement. However, in the 
context of this work, this requirement seems rather strict as control algorithms always 
have to deal with noisy data. According to Landis and Koch, a substantial agreement 
was achieved, which seems more appropriate when reviewing Figure 8.6. 

 

Figure 8.9: Origin of noise due to human movement, the task area is indicated in orange. 
 

The Uniformity, on the other hand, had a low accuracy and a low precision 
resulting in a negligible agreement (Table 8.7).   This is also illustrated in Figure 
8.6, the Uniformity measured in the field condition has no similarities relative to the 
benchmark. The Uniformity is very sensitive because it is dependent on the minimum 
luminance of the desktop area, which can be represented by a single pixel. Due to 
either the participant or objects on the desktop, the minimum luminance value is 
easily manipulated. For instance, a black notebook reduces the minimum luminance 
significantly. 

The luminance distribution, related to visual comfort, was divided in two related 
metrics: the Task/Adjacent Ratio and the Task/Background Ratio. They were as- 
sessed separately as they performed differently. The Task/Adjacent Ratio had a very 
high accuracy but a low precision, resulting in a poor concordance. This does not 
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Table 8.7: Accuracy, precision, and concordance of the alternative method relative to the 
benchmark. 

 
Metric Accuracy (Cb) Precision (ρ) Concordance (ρc) 
Task Luminance 0.97 0.77 0.75 
Uniformity 0.29 0.35 0.10 
Ratio Task/Adj 0.94 0.37 0.35 
Ratio Task/Back 0.88 0.62 0.54 
DGP 0.21 0.72 0.15 
Daylight Ratio 1.00 0.82 0.82 
Vector to Scalar ratio 0.78 0.36 0.28 
Daylight Variability 0.87 0.57 0.49 

 
 

directly relate to Figure 8.7 where a good match for accuracy and precision seems to 
be found. However, some differences were exhibited in between the five consecutive 
days. Again, variability is likely caused by the participant obstructing the task area 
as the adjacent area was mainly unobstructed. 

The Task/Background Ratio had a lower accuracy compared to the Task/Adjacent 
Ratio but the precision was much higher leading to a moderate concordance with the 
benchmark. The precision was improved relative to the Task/Adjacent Ratio because 
the background luminance was rather robust. It was a large area that was mainly 
unobstructed, which might clarify the small improvement in performance relative to 
the Task/Adjacent Ratio. 

Glare is an important lighting quality aspect. However, using this methodology 
it was not possible to estimate when glare was occurring as is clearly visible in Figure 
8.8. Still, the precision was rated as substantial (Table 8.7). However, this was mainly 
caused by the fact that glare was only occurring occasionally. When there was no 
glare, the measurements in the field were able to accurately measure the quantity of 
no glare. It was not possible to estimate the DGP when glare was actually occurring, 
resulting in a low accuracy and low concordance. The cause is twofold: Figure 8.10 
shows that the actual glare source is much larger (more pixels) for the benchmarked 
method. Moreover, the spatial resolution for the alternative method was much lower, 
potentially averaging out high luminance values, which was already comprehensively 
discussed in Chapter 5. 

 

Figure 8.10: Glare source areas, indicated in orange, measured at 15:15 on Mar 23 for the 
benchmark and alternative model. 
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In contrast to the DGP, the Daylight ratio was estimated accurately and precisely 
with a concordance of 0.82, which according to Landis and Koch can be considered an 
almost perfect agreement. The Daylight Ratio is the metric with the best performance 
during this study. It even outperformed the Task Luminance on which it is based, 
although the difference was minor. The slight increase might be attributed to the 
translation to a range of 0 to 1, instead of the ’infinite’ range of the Task Luminance. 
The variability that was present was likely caused by the participant, indicated by 
the severe increase in daylight attributed to the absent participant at 11:35 in Figure 
8.9 

The Vector to Scalar ratio measured in the field condition shows a distinctly 
different pattern than the Lv/Ls measured in the lab condition as illustrated in Figure 
8.8. Moreover, the precision was estimated to be very low whereby the high amount of 
variability makes the pattern unrecognizable while the accuracy was still substantial. 
Nevertheless a very low concordance of 0.28 was achieved. It was expected that this 
was caused by the low spatial resolution. The ALDI, with a width of 20 cm by 20 
cm, compromised only a few pixels (11 1 pixels) in the respective luminance map, 
making it very sensitive to measurement errors. Another issue that might have played 
a role is the skewed alignment with the Bee-Eye. However, this was not expected to 
be decisive. 

Finally, the Daylight Variability achieved a moderate agreement with the bench- 
mark. The accuracy was good, but a large increase in variability was found resulting 
in a relatively low precision. The participant is, again, expected to be the main 
cause of this increased variability. By moving in front of the camera, the participant 
changed the Task Luminance on which this metric was based. However, as indicated 
in Equation 8.3, five instances of Task Luminance were used, which were all suscepti- 
ble to noise caused by the participant, making it much more susceptible to noise than 
for instance the Task Luminance. This effect is discernible in Figure 8.8, where the 
luminance peak of 11:35 is dispersed over multiple consecutive peaks. Consequently, 
this results in a lower performance. 

 

8.4 Discussion 

This study aimed to assess whether a wide range of luminance-based metrics, rep- 
resenting lighting quality, can be measured sufficiently accurate in the field study. 
Field measurements, which have a high ecological validity [3], have a high relevancy 
as this can overcome multiple limitations of lab studies and can also serve as input 
for lighting control systems, but are subject to multiple practical issues. This thesis 
already introduced a number of recommendations for field measurements. However, 
their interaction and the effect of the user was still lacking. Therefore, measurements 
were conducted in two identical offices representing a lab and field condition, where 
the field condition was actively used during the measurement period. 

The measurements in the lab condition were able to accurately quantify the 
different lighting quality aspects (Figures 8.6 to 8.8). Consequently, it served as a 
benchmark for the alternative measurements in the field condition. These benchmark 
measurements showed that a number of luminance-based metrics had a substantial to 
almost perfect correlation as indicated in Table 8.5. This might indicate that there is 
no need to measure all these metrics to quantify the lit environment. As an example, 
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the Task Luminance and Task/Background Ratio were found to have a substantial 
agreement. Therefore, the Task/Background Ratio could have been estimated using 
only the Task Luminance. However, it is not advised to dismiss the Task/Background 
Ratio completely as the requirements to achieve a comfortable indoor environment 
can be completely different for these correlated metrics. For instance, in this study, 
the requirements were amply met for the Task Luminance, while the requirements 
for the Task/Background Ratio, according to the IES, were not met. 

The measurement results of the alternative method showed that it is rather com- 
plex to measure overall lighting quality in a real office environment that is actively 
being used. The Task Luminance and Daylight ratio were measured with the high- 
est accuracy, there was no practically significant difference between the alternative 
method and the benchmark (Table 8.6). Both metrics were measured with a reason- 
able accuracy. Nevertheless, the precision for the Task Luminance was far from per- 
fect (Table 8.7). Similarly to the Task Luminance, Chapter 7 measured the Desktop 
Luminance and Monitor Luminance (together the Task Luminance) from a ceiling- 
based position and found significantly lower MAPEs (3.6% and 6.2%) compared to a 
MAPE of 25% for the Task Luminance in this study. The performance of the other 
metrics was even lower, the Task/Adjacent/Background Ratio and the Daylight Vari- 
ability were measured with a moderate accuracy. Hence, caution is required for these 
metrics when measuring in the field (using this methodology). The Uniformity, DGP 
and Vector to Scalar Ratio did not provide relevant data. Therefore, it is advised not 
to use these metrics without further accommodations. 

Two explanations can be distinguished for this reduced performance. Firstly, a 
number of concessions have to be made when conducting a field study. State-of-the- 
art measurements are often not feasible. For luminance distribution measurements 
the luminance camera often cannot be calibrated continuously, the spatial and tem- 
poral resolution might need to be reduced, and the measurement position is most 
likely sub-optimal, which were all subject to individual research in Chapter 3, 5, 6, 
and 7, respectively. These aspects were all expected to have some negative effect on 
the measurements. Moreover, there might also be an interaction effect between these 
aspects, indicated by the increased MAPE relative to Chapter 7. The effect of the 
temporal resolution is likely very limited as the benchmark measurements showed 
almost no variability in the 1 to 5 minute region; be it that the weather conditions 
were relatively constant. The sub-optimal measurement position, in this case located 
at the ceiling, was expected to have the largest influence. These issues mainly relate 
to the systematical errors (bias) indicated by Cb in Table 8.7. 

Secondly, the participant is expected to have, unknowingly, largely influenced the 
measurements. Only by being present at the desktop the luminance distribution as 
seen from the Bee-Eye is affected, which was illustrated in Figure 8.9. Moreover, the 
participant moves and (re)places items within the office, adding a highly variable and 
irregular unknown component. Evaluating the Task Luminance in Figure 8.6 illus- 
trates the variability, even though a good agreement was maintained relative to the 
benchmark, while the measurements in the lab conditions showed almost no variabil- 
ity. It was expected that this variability was caused by the participant moving in and 
around the office as indicated by the accentuated area in Figure 8.6. Moreover, the 
ceiling-based position proposed in Chapter 7 might be more sensitive to movements 
of the participant than, for instance, a luminance camera directly above the task 
area. The effect of the participant was mainly quantified by the precision, relating 
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to random errors, indicated in Table 8.7. Consequently, in field studies, humans are 
a significant source of noise, which should be accounted for. 

A solution to the, in some cases, poor measurement performance in the field 
condition might be found in the high correlations between the different luminance 
based metrics (Table 8.5). As an alternative approach, a luminance-based metric, 
such as the Task Luminance, that is sufficiently accurate measured in the field con- 
dition might be used to approximate other relevant luminance-based metrics based 
on the correlation instead of a physical measurement. Nevertheless, not all metrics 
that were not accurately measured, such as the Vector to Scalar Ratio, have reliable 
correlations. Nonetheless, such an alternative approach might help to reduce the 
number of luminance-based metrics that have to be monitored (continuously). 

The two mock-up offices were designed to be identical with due diligence. Nev- 
ertheless, some minor differences were exhibited between the lab and field condition. 
Most noticeable are the window stiles that were not identically aligned (Figure 8.2). 
The effect was expected to be limited, as it is only a relatively small detail, and did 
not cast a direct shadow on the region of interest during the measurement period. 
Moreover, minor differences were found between the surface finishes. However, re- 
flectance measurements showed only negligible differences in the spectral properties 
(Figure 8.1). These minor differences, and the reduced spatial resolution, are also 
partly corrected by the models that relate the ceiling-based measurements to eye level. 
Quadratic models were utilized because this improved the agreement for a number 
of luminance-based metrics, such as the Task Luminance, significantly, compared to 
linear models. However, for some luminance-based metrics (e.g. Uniformity) this 
still resulted in a very poor agreement (Table 8.3). The conditions were distinctively 
different such that the model could not account for this. 

It is a complex task to apply an assessment criterion that is appropriate for a 
wide range of metrics with varying scales, to relate alternative measurements to a 
benchmark. Section 8.2.6 already indicated that the MAPE was not suitable for 
the majority of metrics applied in this study. To deal with this issue, two distinct 
methods were used to achieve a robust assessment. First, the average performance 
was assessed based on the effect size (Table 8.6). However, the effect size does not 
have strict thresholds, and they are open for interpretation. This study used the 
widely applied Pearson’s r classification. Secondly, Lin’s Concordance Coefficient 
was utilized to get more insight in the accuracy and precision of the alternative 
method (Table 8.7). Again, the assessment of the ρc is not straightforward. McBride 
[239] and Landis and Koch [240] proposed extremely different thresholds. An almost 
perfect agreement according Landis and Koch can be considered a poor agreement 
according to McBride (Table 8.4). The classification by McBride was developed in the 
context of national health, while Landis and Koch’s classification was developed in 
the context of observer data, which consequently takes into account some noise. The 
classification by Landis and Koch seems most applicable in context of this research 
because minor measurement errors have no detrimental effect and lighting control 
systems can be equipped to handle noisy or inconsistent data [243, 244]. Using both 
assessment criteria we aimed to achieve a robust assessment. 

This study implemented methods and recommendations from different chapters in 
this thesis, such as the alternative method to derive the luminance with the objective 
to limit the spectral match, as proposed in Chapter 3, to the most suitable ceiling- 
based position proposed in Chapter 7. Consequently, it was rather difficult to extract 
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the main cause of the reduced performance of the alternative method applied in the 
field condition. Nevertheless, one of the objectives was also to show the applicability 
of the previous chapters. Using this methodology, a full coverage without missing 
data was achieved. 

Finally, the participant was a major noise source, which could be limited by 
adding additional intelligence to the Bee-Eye. Recognition software could be applied 
based on the camera images to discern obstructions of the relevant surfaces caused 
by the users. For instance, this will massively improve Uniformity measurements as 
only the minimum luminance of the relevant surface is extracted. On the other hand, 
when obstructions are really big, little relevant surface might be available for the 
measurement, making it again susceptible to measurement errors analogous to the 
Vector to Scalar Ratio in this study. Another solution might be to discard the areas 
that are expected to be obstructed by the user in advance. 

Measuring the lit environment, and more specifically lighting quality, in the field is 
not straightforward. It is not feasible to exactly mimic a laboratory study, concessions 
are required to, for instance, prevent interference with the users, which might reduce 
the relevancy of the measurements. Measures to deal with these practical issues do 
reduce the accuracy, there might also be an interaction effect between these measures. 
Most importantly, the presence of users is the largest complexity as they unknowingly, 
and potentially knowingly, affect the measurements. Consequently, users can be 
considered a major source of noise, which might require some additional intelligence 
to deal with it. 

 

8.5 Conclusion 

The luminance distribution was shown to be an excellent tool to quantify light- 
ing quality (Chapter 1), which can, subsequently, serve as input for lighting control 
systems. However, application in highly relevant real office scenarios is not straight- 
forward. This chapter aimed to assess whether continuous measurements, using a 
luminance camera, in a simulated office environment, while dealing with field mea- 
surement related limitations (e.g. sub-optimal measurement position), were able to 
yield relevant output. State-of-the-art measurements were conducted in an identical 
office environment as a benchmark. 

The results showed that it is rather complex to conduct relevant measurements 
based on the luminance distribution in a real office scenario. Nevertheless, The 
Task Luminance and Daylight Ratio were measured with a substantial agreement 
(ρc > 0.75), also the impact of field measurement related limitations in the real office 
scenario were small (r < 0.05). However, the Task/Adjacent/Background Ratio and 
the Daylight Variability achieved only a moderate agreement (ρc 0.5), and exhibited 
a medium effect due to the limitations (r < 0.50). The remaining luminance-based 
metrics, Uniformity, DGP and Vector to Scalar Ratio, were unfortunately not able 
to achieve an acceptable agreement (ρc < 0.30). 

The agreement of the measurements was subject to systematical and random 
errors. The systematical errors were mainly caused by field related limitations, that 
were required to allow measurements in real office scenarios, such as a sub-optimal 
measurement position. The random errors were mainly caused by the participant. 
A user might obstruct the relevant FOV of the luminance camera, which is highly 
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variable and irregular due to movements of the user. Consequently, users can be 
considered a massive source of noise, which might be limited by reducing the area 
obstructed by the participant. 

Concluding, measurements in real office scenarios need to be conducted carefully, 
otherwise some luminance-based metrics such as the Uniformity, DGP and Vector 
to Scalar Ratio, might provide irrelevant output. For a number of luminance-based 
metrics (Task/Adjacent/ Background Ratio and Daylight Variability) additional ac- 
commodations are required to achieve reliable results. However, multiple metrics such 
as the Task Luminance and Daylight Ratio have high correlations, indicating that 
not all metrics need to be measured physically. Additionally, some added intelligence 
might be able to limit the noise by filtering out the user, using recognition software. 
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CHAPTER 9 
 
 

Luminance-based lighting control 
 
 
 
 
 
 
 
 
 
 
 
 
 

This Chapter is based on: 
Kruisselbrink TW, Dangol R, van Loenen EJ. A comparative study between two 
algorithms for luminance-based lighting control (Accepted for publication in Energy 
and Buildings). 
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9.1 Introduction 

Lighting is an essential component related to the comfort of the indoor environment 
as was indicated in Chapter 1. Moreover, 15% of the global electricity use is dedicated 
to lighting [245]. Therefore, it can be beneficial to implement lighting control systems 
to improve visual performance, visual comfort and/or limit the energy use. However, 
various problems are exhibited using these systems, mainly related to the calibration 
and commissioning of the photo-sensor [246]. These photo-sensors are sensitive to 
their position, their spectral responsivity does not align with the luminous efficiency 
curve (V (λ)), and there is no established commissioning procedure [216, 247]. More- 
over, an extensive monitoring campaign showed that 25% of the users switched off the 
automatic control of the blind system [19] indicating users’ dissatisfaction. Therefore, 
it is suggested to use an image sensor, such as the Bee-Eye, that provides spatially 
resolved luminance data to improve these control systems [138, 188], which, due to 
technological advances and low costs, has a low economic risk for implementation. 

Firstly, the luminance distribution is directly related to the experienced bright- 
ness [50], in contrast to the more often used illuminance. Additionally, the luminance 
distribution, measured with such a sensor, also contains valuable data on multiple rel- 
evant lighting quality aspects as indicated in Chapters 1 and 8. Potentially, also data 
relevant to the Non-Image Forming (NIF) effects of light could be extracted (Chapter 
4). Finally, such an image sensor could also be used for building control and safety 
applications [188]. Hence, an image sensor measuring the luminance distribution 
can be considered a valuable and versatile addition to not only daylight-linked con- 
trol systems, but also other lighting and building control systems. Nevertheless, the 
application and implementation of these sensors is currently still limited as these sys- 
tems are expensive, relatively slow, require detailed commissioning, and might cause 
privacy concerns [138, 188, 216]. Especially, for advanced lighting control systems 
the complexity of commissioning is problematic [21]. 

Individual luminaires are often controlled using the Digital Addressable Lighting 
Interface (DALI), which is an industry standard open protocol, specified in Interna- 
tional Electrotechnical Commission (IEC) 62386, developed for digital, bi-directional, 
communication between all components of a lighting control system [138]. DALI al- 
lows a controller to send 16-bit commands, one byte for the address (up to 64) and 
one byte for the data. Consequently, lighting levels are specified by an 8-bit value. 
A maximum of sixteen scenes can be programmed. Alternatives to DALI are, among 
others, KNX [248], LiFi [249], DMX [250]. 

The objective of this chapter was to illustrate the feasibility of luminance-based 
lighting control using highly versatile luminance cameras. Therefore, two alternative 
lighting control algorithms that utilize DALI in combination with a luminance camera 
were assessed, on their visual and energy performance, as a proof of principle. The 
visual performance was assessed based on the desktop illuminance and desktop uni- 
formity while the energy performance was assessed based on the energy consumption 
during the measurement period. 
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9.2 Method 

Two alternative algorithms (Section 9.2.2 and 9.2.3), with varying complexity and 
commissioning procedures, were simultaneously applied, in two identical rooms (Sec- 
tion 9.2.1). The algorithms aimed to control the electrical lighting, using a DALI 
controller, based on the average desktop illuminance measured by the Bee-Eye with 
the objective to apply daylight harvesting, which is required by many building energy 
codes [21]. Both algorithms aimed to provide a desktop illuminance in the range of 
750 to 1000 lx, under varying conditions, such that both visual and non-visual sup- 
port was provided [251]. Moreover, this range prevented immediate saturation due to 
daylight because sunshading was not accounted for, in this study, to limit the degrees 
of freedom. 

 
9.2.1 Test bed 
The algorithms were implemented in a test bed located in the Building Physics and 
Services laboratory at Eindhoven University of Technology illustrated in Figure 9.1. 
The test bed consisted of two identical, West facing, rooms each equipped with two 
Philips PowerBalance Tunable White (RC464B LED80S/TWH PSD W30L120 PCV 
PIP) luminaires with a power draw of 73 W. The correlated color temperature (CCT) 
of the luminaires was fixed at 4300 K. The luminaires were controlled using DALI 
ballasts. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.1: Floor plan and photograph of the two identical rooms with windows of 1500mm 
x 1800mm. The illuminance sensors were located at 400mm of the desktop edge. 

 
In each room a calibrated Bee-Eye luminance camera, originating from Chapter 

2, was mounted on the ceiling directly above the desktop to monitor the desktop lu- 
minance according to the third measurement track (Section 2.2.4), providing relevant 
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data unobtrusively (Chapter 7). Subsequently, the average desktop illuminance was 
derived from the spatially resolved luminance, under the assumption that the desktop 
was perfectly diffuse (ρ = 0.57). However, a small specular component of approxi- 
mately ρ = 0.03 was measured. Prior validation measurements were conducted using 
a Konica Minolta CL-200A Chroma meter, which showed an acceptable validity for 
this specific use case. 

The process was automated on the Bee-Eye luminance camera using Python. A 
control chain was established with the control module (PC) as the central node. The 
Bee-Eye was connected to the control module by means of a wireless secure shell 
(SSH) connection, while the DALI controller was connected by means of a DALInet 
converter. 

In order to monitor the performance of the lighting control algorithms (Section 
9.2.2 and 9.2.3), two Eltek LS50 photometers were attached to each desktop, on the 
central axis, at a distance of 400mm from the desktop edges as illustrated in Figure 
9.1. The photometers were calibrated in an Ulbricht sphere using a Hagner E4-x. 

Measurements were conducted from 10:00 on 11-11-2019 to 18:00 on 13-11-2019. 
The sunshine duration, as was measured by the KNMI (Dutch National Meteoro- 
logical Institute), was 2.0h, 3.8h and 1.1h, while the cloud cover was 100%, 75%, 
and 100% for the 11th, 12th and 13th of November, respectively. The cloudcover was 
based on eight discrete sections of the sky hemisphere. 

 
9.2.2 Algorithm 1 
The first algorithm, applied in the room on the left-side, aimed to apply proportional 
control to determine the dimming levels for each luminaire in order to achieve the 
target average desktop illuminance of 875 lx (Et), with an allowed 15% spread, based 
on the daylight contribution. The commissioning to apply this system was relatively 
elementary. During the commissioning phase only the output of the luminaires was 
related to the DALI input (using DaliConfig [252]) using steps of 10%. The output, 
in lux, was measured in the middle of the desktop surface using a Konica Minolta CL- 
200A Chroma meter. The relation between in- and output was linear and described 
by Equation 9.1. 

 

Out = In · 18.92 + 5.9 (9.1) 

 
Algorithm 1 defines dimming level D(n), at instance n, of the individual lu- 

minaires according to Equations 9.2 and 9.3. Equation 9.2 determines control input 
p(n), according to the proportional control law, relative to control error e(n) and con- 
troller gain Kp [253]. The control error represents the difference between measured 
illuminance Em(n) and target illuminance Et. Because there is no exact knowledge 
about the characteristics of the system (daylight), too high gains can lead to an un- 
stable system, and too low gains can lead to long settling times [253], the controller 
gain was set to 1.0. 

Based on the calculated control input, the dimming level is calculated using 
Equation 9.3, which employed the linear relation found in Equation 9.1. Relative to 
luminaire 1 and 2, illuminance Em(n) was measured for area A (close to window) 
and area B (away from window) (Figure 9.1), respectively. These areas were defined 
such that both luminaires were controlled semi-independently to actively enhance 
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the uniformity. Each minute, the new dimming levels were calculated locally by the 
Bee-Eye luminance camera. A batch script on the control module requested each 
new reading of the new dimming levels and administered the dimming levels to the 
DALI controller. 

 

p(n) = Kp · e(n) = Kp · (Em(n) − Et) (9.2) 
 

D(n) = D(n 1) 
p(n) − 5.9

 
18.92 

 
(9.3) 

 

9.2.3 Algorithm 2 
The second algorithm, applied in the room on the right-side, aimed to assign the 
most suitable, predefined, scene to achieve a targeted desktop illuminance between 
the 750 and 1000 lx. Based on extensive commissioning, thirteen scenes were de- 
veloped, in advance, as illustrated in Table 9.1, that aimed to achieve the target 
illuminance relative to the daylight contribution. Twelve (1-12) scenes were selected 
using discrete steps of 75 lx covering the relevant illuminance range, while one scene 
(0) was assigned for conditions exceeding the desired illuminance range. During the 
commissioning, scene 1 was established at first, in a dark room, using the Konica 
Minolta CL-200A Chroma meter. Based on the dimming curve, analogous to Equa- 
tion 9.1, the remaining scenes were defined as well. Subsequently, the scenes were 
tuned accordingly, under daylight conditions, using the Chroma meter to achieve the 
desired illuminance values provided by the electrical lighting. As an example, scene 
3 was applied when a daylight contribution of 180 lx was measured. The daylight 
contribution (Ed) was calculated, according to Equation 9.4, utilizing the measured 
illuminance  (Em)  and  the  average  desktop  illuminance  of  the  electrical  light  (Ēe) 
associated with the previous scene (S(n 1)). Every 30s, the most suitable scene was 
determined, locally, by the Bee-Eye. A batch script on the control module requested 
and administered the appropriate predefined scene to the DALI controller. 

 

Ed(n) = Em(n) − Ēe(S(n − 1)) (9.4) 

 
9.2.4 Analyses 
First, the relative duration with an average desktop illuminance, average of two Eltek 
photo-meters, outside the target range was determined for the entire period and dur- 
ing office hours only (09:00 to 17:00). Subsequently, the performance of the two algo- 
rithms was assessed using the time-weighted average illuminance outside the targeted 
illuminance (∆TWE) calculated according to Equation 9.5. The ∆TWE was also 
calculated for only the under- (∆TWE−) and over-estimations (∆TWE+), respec- 
tively. Due to the spatially resolved measurement of the illuminance the uniformity 
on the desktop surface could be monitored by the Bee-Eyes as well. Additionally, 
both systems were designed with the aim to limit low uniformities. Therefore, the 
uniformity was also derived from the two Eltek photometers. The illuminance unifor- 
mity achieved by the control systems was related to the the illuminance uniformity 
measured with daylight only, which was monitored from 15-11-2019 to 17-11-2019 in 
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Table 9.1: Dimming levels for Luminaire 1 (DL2.1) and luminaire 2 (DL2.2) of the pre- 
defined scenes of algorithm 2, the scenes were selected based on the calculated daylight 
contribution (Ed). Scene 1 also represents the reference static system. 

 
Scene DL2.1 in % DL2.2 in % Ed in lx 
0 0 0 >900 
1 40 57 0-75 
2 36 57 75-150 
3 32 53 150-225 
4 28 49 225-300 
5 24 45 300-375 
6 20 41 375-450 
7 16 37 450-525 
8 12 33 525-600 
9 8 29 600-675 
10 2 25 675-750 
11 0 21 750-825 
12 0 17 825-900 

 
 

the same office environments. The KNMI measured sunshine duration of 1.3h, 4.2h, 
and 5.1h and a cloud cover of 100%, 100%, and 87%, respectively. 

∆TWE = |Et − Em(n)| 
∆t 

 
(9.5) 

Additionally to the performance, the energy consumption was calculated for each 
algorithm. Based on the maximum power (73 W) of the luminaires, assuming a linear 
relation between power and dimming level, the energy consumption was calculated 
for the measurement period (Q) based on the logged dimming levels. Additionally, 
the energy consumption was extrapolated to a year (Qyear), not taking into account 
change in weather and season, and was calculated for office hours only (Qoff.h) while 
assuming 260 working days per year. The energy consumption of a static system, 
meaning a fixed lumen output, with a target illuminance of 875 lx was calculated as 
a reference (Algorithm 2, scene 1, Table 9.1). 

 

9.3 Results 
 

9.3.1 Performance 
In this section the performance of both algorithms is assessed. Figure 9.2 shows the 
average illuminance, measured with the Eltek photometers, during the measuring 
period. Additionally, it represents the daylight contribution measured with the So- 
larBEAT facility [211] on the roof of the Building Physics and Services lab. A clear 
distinction can be made between the day and night periods. Due to the variability 
of daylight, large variations were exhibited during the day. The variability of the 
three different days corresponds to the sunshine duration as measured by the KNMI 
(Dutch National Meteorological Institute) of 2.0h, 3.8h and 1.1h, respectively for the 
11th, 12th and 13th of November. During the 12th of November excessive illuminances 
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were measured due to, mainly, the daylight conditions. The high sunshine duration 
yielded illuminances above 1000 lx and most likely also caused glare. The excessive 
illuminances, on the 12th of November, were not due to the control system as the 
trends between algorithm 1 and 2 are very similar and because the luminaires were 
turned off for the majority of the afternoon. However, differences and deficiencies 
were found between the control systems, which are elaborated based on the 13th of 
November. 
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Figure 9.2: Average illuminance measured for algorithm 1 and algorithm 2. The dashed 
black lines represent the target illuminance. The daylight contribution is indicated by the 
black dashed line representing the normalized horizontal irradiance. 

 
Figure 9.3 focuses on the 13th of November, as details are hard to distinguish in 

Figure 9.2. Distinct differences were exhibited between algorithm 1 and algorithm 
2. Algorithm 2 seemed better able to maintain the target illuminance. Nevertheless, 
some instabilities were monitored, for instance, both the minimum and maximum 
illuminance were violated at a certain point during the day, albeit very briefly. The 
systems were often able to correct the violations within a short sampling period. 
Especially, algorithm 1 exhibits some oscillations (combinations of over- and under- 
shoots) around 10:00 and 13:00, often when daylight increases. Algorithm 2 exhibits 
a similar effect, but less distinct, when daylight decreases. These oscillations are also 
clearly visible, especially for algorithm 1, in Figure 9.4, which represents the cor- 
responding dimming levels of both luminaires and both algorithms during the 13th 
of November. As expected, luminaire 2 always had a higher output compared to 
luminaire 1 because the daylight contribution in the back of the room was lower. Re- 
markably, for algorithm 1, luminaire 2 had often a higher output during the day than 
during the night. This occurs because the algorithm was actively trying to enhance 
the uniformity on the desktop. Because more daylight was available close to the win- 
dow (especially in the afternoon), more compensation was required in the back of the 

Ill
um

in
an

ce
 in

 lx
 

Ill
um

in
an

ce
 in

 lx
 

N
or

m
al

iz
ed

 Ir
ra

di
an

ce
 

N
or

m
al

iz
ed

 Ir
ra

di
an

ce
 



168 

 

 

Chapter 9. Luminance-based lighting control 
 
 
 

1500 

 
Algorithm 1 

 
 

1000 
 
 

500 
 

08:00 09:00   10:00   11:00   12:00   13:00   14:00   15:00   16:00   17:00   18:00 
Nov 13, 2019 

 
1500 

Algorithm 2 

 
 

1000 
 
 

500 
08:00 09:00   10:00   11:00   12:00   13:00   14:00   15:00   16:00   17:00   18:00 

Nov 13, 2019 
 

Figure 9.3: Average illuminance measured on 13th of November for algorithm 1 and 
algorithm 2, respectively. The dotted black lines represent the target illuminance. 
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Figure 9.4: Dimming levels of luminaire 1 (orange, close to window) and luminaire 2 
(black, back of the room) for algorithm 1 and algorithm 2, respectively. 

D
im

m
in

g 
Le

ve
l [

%
] 

D
im

m
in

g 
Le

ve
l [

%
] 

Ill
um

in
an

ce
 in

 lx
 

Ill
um

in
an

ce
 in

 lx
 



169 

 

 

9.3. Results 
 

Table 9.2: Relative duration (%) outside the targeted illuminance (∆t) for algorithm 1 
and algorithm 2. ∆t− and ∆t+ represent duration below and above target. 

 
 Total period 

∆t ∆t− ∆t+ 
Office hours 

∆t ∆t− ∆t+ 
Algorithm 1 55.3 39.3 16.0 26.4 10.9 15.4 
Algorithm 2 45.8 34.4 11.4 16.7 5.3 11.4 

 
room. This is an effect that was not exhibited for algorithm 2, as the uniformity was 
passively implemented in the predefined scenes. Nevertheless, the dimming levels of 
luminaire 1 for both algorithms exhibited large similarities. 

The findings in Table 9.2 correspond to the findings in Figures 9.2, 9.3 and 9.4. 
Again, algorithm 2 performed better indicated, according to Table 9.2, by a lower 
duration outside the target illuminance. Considering the total period, the average 
illuminance was insufficient for a long duration, which should have been prevented 
because more light could always be added. These incidents mainly happened at night, 
both algorithms had one night with an illuminance just below the target as illustrated 
in Figure 9.2, which was most likely caused by measurement inaccuracies of the 
luminance camera and/or due to specular reflections of the electrical lighting. When 
only considering office hours, low illuminance occurrences were drastically reduced. 
During office hours, illuminances above the target were occurring significantly more 
often than below target. However, these occurrences could not always be prevented 
when a surplus of daylight was available. For instance, both algorithms monitored an 
illuminance peak around 11:00 (Figure 9.3), when the luminaires close to the window 
were completely dimmed (Figure 9.4). For algorithm 2, even luminaire 2 was almost 
completely dimmed. 

The time-weighted illuminance outside the targeted illuminance, illustrated in Ta- 
ble 9.3, shows again that algorithm 2 was outperforming algorithm 1. The ∆TWE, 
in most cases, was at least twice as high for algorithm 1 compared to algorithm 2. 
Together with Table 9.2, this indicates that algorithm 1 exceeds the target illumi- 
nance more often and more definite than algorithm 2. Table 9.3 also indicates that, 
in general, the low illuminance occurrences are minor compared to the high illumi- 
nance occurrences, especially those outside office hours, which were caused by small 
measurement inaccuracies of the luminance camera. 

Table 9.3: Time-weighted illuminance outside the targeted illuminance (∆T WE) for algo- 
rithm 1 and algorithm 2 in illuminance per hour (Eh−1). ∆T WE− and ∆T WE+ represent time-
weighted illuminance below and above target. 

 
  

∆TWE 
Total period 
∆TWE− 

 
∆TWE+ 

 
∆TWE 

Office hours 
∆TWE− 

 
∆TWE+ 

Algorithm 1 4,976 1,867 3,109 3,823 817 3,005 
Algorithm 2 2,470 526 1,944 2,371 426 1,944 

 
The uniformity on the desktop (U0) is illustrated in Figure 9.5 representing the 

ratio of the minimum illuminance to the average illuminance. Overall, the uniformity 
on the desktops was relatively high. In practically all cases, the uniformity was 
above 0.6 as is required according to NEN 12464-1 [42]. The lower uniformities were 
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U0 U0,off.h 

Algorithm 1 0.82 ±0.09 0.76 ±0.12 
Algorithm 2 0.92 ±0.10 0.85 ±0.12 
Daylight 0.80 ±0.13 0.63 ±0.07 
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mainly exhibited when there was a surplus of daylight resulting in no or limited 
luminous output of the luminaires. When the electrical lighting was decisive, the 
uniformity was generally above 0.8. Again, algorithm 2 outperformed algorithm 1, 
albeit limited. Assessing the complete measuring period, Table 9.4 shows that also 
with daylight only, the uniformity was very high. The difference with algorithm 1 
was non-existent due to measurements at night which have uniformities of almost 
one. However, when looking at office hours only, so only including day conditions, 
large differences were found. Even though the average uniformity was significantly 
lower during day conditions, the uniformity, with daylight only, was still above the 
NEN 12464-1 requirement. However, it is worth to mention that the desktop surface 
was rather small, very close to the window and only two measurement points were 
used for determining the uniformity. 
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Figure 9.5: Desktop uniformity (U0) measured on 13th of November for algorithm 1 (Or- 
ange) and algorithm 2 (black). 

 
 

Table 9.4: Uniformity (U0) of algorithm 1, algorithm 2 and daylight condition. 
 

 

9.3.2 Energy 
Besides the performance of the algorithms also the energy use was measured as in- 
dicated in Table 9.5. Both algorithms use significant less energy compared to steady 
lighting. For office hours, a reduction of 50% and 70% was achieved for algorithms 
1 and 2, respectively, compared to lighting with a fixed output of 875 lx. The gains 
were very high because the monitored desktops were very close to very large windows. 
Therefore, daylight dimming was very effective because the daylight contribution was 
significant at all times during the measurement period. Consequently, there was no 
need to continuously provide 875 lx using the electrical lighting. 
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Table 9.5: Energy consumption of algorithm 1, algorithm 2 and the static condition, respec- 
tively. The energy consumption is indicated in kWh for the respective measurement period 
(Q) and for the entire year (Qyear ). Additionally, the energy consumption is calculated for 
office hours only (Qoff.h and Qoff.h,year). 

 
 Q Qoff.h Qyear Qoff.h,year 

Algorithm 1 2.65 0.81 414 73.7 
Algorithm 2 2.86 0.48 448 43.7 
Static 3.97 1.62 620 147.3 

 
 

9.4 Discussion 

In this study, two alternative luminance-based daylight-linked controllers were im- 
plemented in a mock-up office environment, referred to as algorithm 1 and algorithm 
2. Algorithm 2 seemed to be working more accurate on all aspects considered in 
this study. However, both algorithms were able to reduce the energy consumption 
compared to static lighting. 

Especially algorithm 1 exhibited some artefacts in the form of oscillations that 
resulted in a reduced performance. It exceeded the target illuminance more often and 
more distinct than algorithm 2, also the uniformity was generally lower. Nevertheless, 
the energy savings were significant, but comparatively lower than algorithm 2. The 
oscillations in the morning of November 13th, illustrated in Figure 9.4, required 1.3% 
more energy compared to no oscillatory behaviour of the same system at the same 
time (50.1 W to 49.4 W). The lower energy performance is mainly attributed to the 
system actively enhancing the uniformity. 

One cause of the large oscillations for algorithm 1 could be the distribution of 
area A and area B. Especially, area B, intended to control luminaire 2, was mainly 
affected by luminaire 1. Consequently, a change in luminaire 1 also had a very large 
impact on area B, prompting luminaire 2 to change accordingly. A characteristic of 
this artefact is that the oscillations, of luminaire 1 and 2, are not in phase, as they 
are responding to each other. However, the results show that this was not the case, 
indicating that the oscillations were caused by something else. 

The oscillations seem to be an artefact of the proportional control as literature 
states that ringing (oscillation around the set point) can occur due to improper control 
settings [254]. Under certain conditions, the controller gain (Kp) overshoots the set 
point as is illustrated in the example of Figure 9.6 for KP = 2.0, which can result 
in instability in the form of oscillations. If Kp is reduced, the overshoot is reduced, 
and the oscillations are limited. However, due to the reduced gain the settling time 
increases, more time steps are generally required to achieve the set-point, such as for 
Kp = 0.5. The most suitable gain is dependent on the specific system and is often 
actively tuned in order to achieve accurate control, which requires some practical 
experience. 50% of the controller gain that causes oscillations is often used as a 
guideline for an appropriate Kp. For the example, this guideline would result in a 
controller gain for Figure 9.6 and for algorithm 1 of approximately Kp = 1.0 and 
Kp = 0.5, respectively. 

As an improvement to Proportional control an Integral and Derivative term are 
often added to such systems, commonly known as PI or PID controllers [255]. For 
instance, the integral part aims to eliminate the steady-state error by accounting for 
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Figure 9.6: Examples of controller Kp and integral gain Ki, relative to target illuminance 
of 875 lx indicated in blue. 

 
 

the historic cumulative control error using a constant integral gain Ki. However, 
this may slow down the response of the controller. An example of integral control 
is illustrated in Figure 9.6. A high Ki reduces the steady-state error, but slows the 
response. Nevertheless, the effects are rather minor compared to the effect of the 
proportional term. The same is valid for the derivative term, which applies damping 
by controlling the rate of change in error. So the integral and derivative terms account 
mainly for fine-tuning of the system at the expense of added complexity and slightly 
longer settling times. 

In theory, algorithm 1 should be able to assign appropriate dimming levels. How- 
ever, practice shows that due to the relative complexity (100x100 solutions), this is 
often not the case. Algorithm 2 was in theory less accurate due to its low complexity 
(13 solutions). However, this study showed that this algorithm was, in fact, more 
accurate while it required less complexity. 

Both algorithms showed that a significant reduction in energy could be achieved 
compared to a steady-state system. For office hours an energy reduction of 50% and 
70% was achieved. According to the literature review conducted by Williams et al. 
[12] an average energy reduction of 28% was found based an actual daylight-linked 
control systems generally utilizing photo sensors. However, large variations were 
exhibited between different case studies (standard deviation 11%). For instance, 
Galasiu et al. [256] found average energy reductions, during office hours, between 50% 
and 60% in four private offices, which is more in the range of the energy reductions 
found in this study. Moreover, for simulations, an average reduction of 48% was 
found [12]. Accounting for the relatively extreme conditions in this short-term study, 
the energy reductions do relate to earlier findings. In the long-term, slightly higher 
energy gains can be expected because the sunshine duration and global irradiation 

Kp = 0.5 
Kp = 1.5 
Kp = 2.0 

Ki = 0.0 
Ki = 0.5 
Ki = 1.0 

Ill
um

in
an

ce
 in

 lx
 

Ill
um

in
an

ce
 in

 lx
 



173 

 

 

9.4. Discussion 
 
 

were below, while the cloud cover was higher than the yearly average according to the 
KNMI. This study does not provide conclusive evidence that the luminance camera 
outperforms the photo-sensors that are generally applied, more research is required 
for this. However, this study shows the feasibility of a daylight-linked system using 
a luminance camera. It is expected that such a camera-based system is appropriate 
for environments with large window openings, resulting in large uniformities due to 
the high luminance gradients, because it contains spatially resolved data. However, 
direct sunlight might saturate the sensor when no neutral density filter is applied. 
Additionally, the control system, using a luminance camera, can easily be extended 
as there is a lot of spatially resolved data present. For instance, additional lighting 
quality aspects (Chapter 1) can be measured and added to the system, but also 
additional functionalities such as presence detection and video surveillance can be 
accounted for using the images gathered by the luminance camera. 

 
9.4.1 Limitations 
However, some limitations are expressed related to this research. Based on this study, 
it is not possible to directly relate the energy performance of the luminance-based 
lighting control systems to existing systems that use photo-sensors as these were not 
applied in this study. Moreover, the environmental conditions between different case 
studies, found in the literature, were significantly different resulting in large variations 
in energy reductions. Therefore, more research is required to relate these luminance- 
based systems to existing daylight-linked control systems, preferably under identical 
conditions. 

Especially, algorithm 1 exhibited numerous artefacts that might have been pre- 
vented, if more extensive commissioning was applied. A controller gain of 1.0 was 
initially selected as this seemed appropriate. In theory, this gain would directly assign 
the correct dimming levels with a minimum settling time. Practice shows that mea- 
surement noise, environmental conditions (daylight) and delays necessitate a lower 
controller gain to prevent oscillations. More extensive commissioning might have 
led to algorithm 1 outperforming algorithm 2. Nevertheless, it remains sensible to 
apply an algorithm as simple as possible, among others because it is generally less 
susceptible to implementation errors. 

Finally, the algorithms were implemented in a lab environment that did not ac- 
curately associate with authentic office environments. For instance, the desks were 
placed in the middle of a narrow space that suggested an office environment to in- 
dicate the feasibility of such luminance-based control systems. Moreover, the office 
environment was static. In a real case scenario, objects might be placed on the desk, 
or the luminance camera might be obstructed. Therefore, it is complicated to predict 
the environmental conditions that are suitable for these type of systems. Moreover, 
the desktop illuminance was only validated using two photometers. Consequently, 
the illuminance uniformity might have been overestimated because the minimum il- 
luminance is expected to be found at the very end of the table. The Bee-Eye might 
have been able to indicate the desktop illuminance more accurately. However, it was 
chosen to use an completely independent measure. 

The performance related to the visual performance was assessed indirectly based 
on recommendations. Visual comfort was not addressed explicitly in this research. 
For instance, in these conditions, it would have been appropriate that glare was as- 



174 

 

 

Chapter 9. Luminance-based lighting control 
 
 

sessed as well, especially for the 12th of November. Moreover, in a best case scenario, 
participants are present to directly assess the performance, based on aspects such as 
annoyance and reaction speed of such a system. However, an independent measure, in 
this case an approximation based on two sensor points, was deemed more acceptable. 
It was considered not fair to assess the performance of the lighting control system, 
which utilizes output from the Bee-Eye, based on the Bee-Eye. 

The performance related to the visual performance was assessed indirectly based 
on recommendations. Visual comfort was not addressed explicitly in this research. 
For instance, in these conditions it would have been appropriate to assess glare as 
well, especially for the 12th of November. In a best case scenario, participants are 
present to directly assess the performance related to visual performance and visual 
comfort, based on aspects such as annoyance and reaction speed of such a system. 
However, this introduces additional issues such as complex long-term measurements 
and requires an accurate method to objectively quantify human responses. 

 

9.5 Conclusion 

This study aimed to test the feasibility of two basic luminance-based lighting control 
algorithms for daylight harvesting. The algorithms were applied in two identical 
mock-up offices for a period of three days. 

The first algorithm aimed to apply proportional control to determine the appro- 
priate dimming levels, while the second algorithm assigned the most suitable prede- 
fined scene to achieve the target illuminance. The algorithms were rated on the du- 
ration outside the targeted illuminance range, the time-weighted illuminance outside 
the targeted illuminance range, the average uniformity and the energy consumption. 
In all aspects, algorithm 2 performed better, while it was a more basic controller. 
For Algorithm 2, during office hours, 16.7% of the time the measured illuminance 
was outside the targeted illuminance range, the time-weighted illuminance (∆TWE) 
outside the targeted range was 2,371 Eh−1 while and average desktop uniformity of 
0.85 was achieved during the measurement period. Moreover, the system required 
less energy, a reduction of 70% was achieved compared to steady-state lighting. 

Algorithm 1 exhibited performance-reducing artefacts in the form of oscillations 
around the target illuminance. As a result, the under- and overshoots negatively 
affected all four assessment criteria. It was found that the set controller gain was 
not entirely fitting. Literature suggests that determining this gain, which is not 
always straightforward, is done actively during the commissioning phase. Based on 
this study, it seems that a relatively high complexity, as in algorithm 1, tends to be 
more susceptible to errors, hence an extensive commissioning process is required to 
compensate for this. 

Nevertheless, this study shows that luminance-based daylight harvesting is feasi- 
ble. However, just as with photo-sensor-based systems, an extensive commissioning is 
required. Further research is required to relate the performance of these luminance- 
based systems to already existing systems, although this study indicates that the 
performance is not worse. Moreover, one should take into account that luminance- 
based systems are much more versatile than photo-sensor-based systems due to their 
spatially resolved data. A luminance camera is able to address multiple relevant 
parameters (Chapter 8) such as the uniformity and wall luminance, which photo- 
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sensors cannot. Moreover, luminance cameras might be combined with alternative 
functionalities such as presence detection and video surveillance. 

The recommendations for future work directly relate to the limitations of this 
study. When a luminance-based controller is applied, extensive commissioning should 
be applied in order to set a suitable controller gain. Alternatively, a universally 
applicable controller gain that has a relatively low gain, resulting in relative slow 
but accurate response, might be suitable as well from a users’ perspective. Research 
dedicated to relating the performance of such systems to existing systems should be 
conducted in realistic conditions that include blind control. 
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10.1 Introduction 

In search of high quality office lighting, which will reduce costs and increase comfort, 
the scientific community faces two major challenges. First, there is the need for more 
insight into the complex and intangible subject that is lighting quality. Secondly, 
there is the technological challenge on how to provide high quality lighting for an 
office environment. In this thesis essential steps are made towards an improved 
understanding and implementation of lighting quality. 

Chapter 1 proposed an approach on how to quantify lighting quality, based on 
a range of eleven different lighting quality aspects, because one cannot put a single 
number on ”lighting that allows you to see what you need to see quickly and easily and 
does not cause visual discomfort but raises the human spirit” [8]. After all, measuring 
lighting quality is an essential component in bringing high quality lighting towards 
the office environment. Lighting control systems are essential due to the complex 
character of lighting quality. In addition, office workers have different preferences 
with respect to the various lighting quality aspects, adding an additional layer of 
complexity. 

Currently, lighting control systems are not up to this task. They either have a 
limited focus (e.g. energy savings, desktop illuminance) or are often experienced as 
annoying, which is mainly caused by faulty sensors [21]. Consequently, there is a 
need for appropriate input for lighting control systems, on lighting quality. Chapter 
1 indicated that the majority of relevant lighting quality aspects can be quantified 
in a continuous fashion based on the luminance distribution. This research aimed 
to develop a practical and validated luminance distribution measurement device to 
provide input for lighting control systems for high quality lighting. 

This chapter discusses the key findings, strengths and weaknesses, and future 
research in relation to this topic. The key findings are also illustrated in Figure 10.1, 
which aims to provide a quick overview of the thesis. Moreover, some tips and tricks 
are proposed related to continuous luminance distributions measurements in real 
office scenarios, in addition to alternative applications for the luminance distribution. 

 

10.2 Key findings 

Lighting quality can be considered a construct [23]. Therefore, a literature review was 
conducted in Chapter 1 to find the different lighting quality aspects that, taken to- 
gether, compose lighting quality. Table 1.1 indicates eleven aspects that were deemed 
to be relevant for lighting quality. Special attention was given to the variable lighting 
quality aspects, which could potentially be optimized in real-time by a lighting control 
system to provide high quality lighting. The distinct variable aspects are: quantity, 
distribution, glare, spectral power distribution (SPD), daylight, directionality and 
dynamics of light. As input to a lighting control system, continuous measurements 
of these aspects are required. 

It turned out that the luminance distribution was able to quantify all variable 
lighting quality aspects (Figure 1.2), except the also highly relevant SPD and the 
associated CCT, making luminance distribution measurement devices a suitable tool 
for comprehensive measurements of the lit environment. However, some aspects are 
seldom measured using the luminance distribution. Moreover, commercially available 
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Topic 
 

Reasoning 
 

Type 
 

Key Findings 
 

 
 

Introduction 

 
1 

Comprehensive 
measurement of LQ 

 

 

• No concensus about 
nition LQ 

• Multidimensional 
concept 
• Continuous 
measurements 

Literature 
Review 

 

 

• 7 variable lighting quality 
aspects 
• Luminance distribution 
suitable to continuously monitor 
LQ 

 
 
 
 
 
 

 
HDR 

 
2 

Measuring 
the luminance 
distribution 

 

• Luminance 
distribution is suitable 
to monitor LQ 
• No suitable available 
devices 

Prototyping 
 

 
• Bee-Eye is able to measure 
practically and autonomously 
using HDR imaging 
• Conventional method 
introduces measurement errors 

 
3 

Spectral tuning of 
luminance cameras 

• Methodological 
issues in conventional 
method to derive 
luminance 

Modelling + 
Lab study 

 

  

• Validated models to improve 
spectral match of luminance 
camera 
• Including spectral responsivity 
and SPD improves accuracy 

 
4 

Spectral mismatch: 
cameras and SPDs 

• Various cameras and 
SPDs 
• Implementation 
alternative action 
spectra 

 
 

 

erences between 
cameras 
• Mismatch is bounded by 
spectral responsivity 
• Reasonable approximation 
melanopic radiance 

 
 
 
 
 
 

 
HDR 

 
5 

Spatial resolution of 
HDR images 

• Limit privacy issues 
• Prevent high 
computational costs 
• Maintain accuracy 

Field + Lab 
study 

 

  

• Resolution can be reduced (440 
x 330) without compromising 
accuracy 
• Glare measurements expected 
to require very high spatial 
resolutions 

 
6 

Temporal resolution 
of HDR images 

• Limit privacy issues 
• Prevent high 
computational costs 
• Maintain accuracy 

Data Analysis 
 

 
• 5 minute interval does 
not seem to lose relevant 
information 
• On average, variable conditions 
are normative 

 
7 

Alternative 
measurement 
position for 
luminance cameras 

• Prevent interference 
• Maintain relevancy 
LQ aspects 
• Maintain FOV 

Lab study • Ceiling-based (20-degrees) 
position is feasible 
• Only surface bound metrics 
were accurately approximated 
• Correction model is required 

 
 
 
 

 
HDR 

 
8 

LQ measurements 
ce 

environments 

 

ect of user 
ect of practical 

recommendations 
• Long-term 
measurements of LQ 
aspects 

eld 
study 

 

  

• Not all LQ aspects are 
accurately measured 
• User introduces random errors 
• Methodology introduces 
systematic errors 

 
9 

Luminance-based 
lighting control 
system 

• Integration with DALI 
• Daylight dimming 

Lab study + 
Prototyping 

 

  

• Versatile sensor 
• Commissioning is essential 
• Adequate control 

 

Figure 10.1: Overview of the thesis, shortly describing the reasoning, study type and the 
key findings of the different chapters (LQ = Lighting Quality). 



180 

 

 

Chapter 10. General discussion 
 
 

luminance distribution measurement devices are not suitable for implementation in 
lighting control systems yet. Nevertheless, alternative measurement solutions gener- 
ally have a lower applicability, as only a limited number of lighting quality aspects 
can be extracted. 

 
10.2.1 Measuring the luminance distribution 
Consequently, using a Raspberry Pi single-board computer [257], a low cost luminance 
camera was developed to be practical and autonomous in use (Chapter 2). The 
device, titled the Bee-Eye, was suitable for practical implementation in lighting 
control systems. The Bee-Eye makes use of the essential High Dynamic Range (HDR) 
technology [46], which allows the Bee-Eye to capture the luminance range occurring in 
the real world. The floating point Red-Green-Blue (RGB) values were, subsequently, 
utilized to calculate the luminance of each individual pixel. Using an equisolid-angle 
fisheye lens, the image projection can be used to map the luminance to the real 
world. By virtue of the Raspberry Pi, this process was completely automated into 
three distinct measurement tracks (Section 2.2.4), all requiring approximately 20 
seconds, that yielded the raw HDR image, the luminance distribution according to 
Tregenza’s subdivision [159], or a predefined luminance metric. 

The accuracy of the conventional method to calculate the luminance was exposed 
as a research gap in Chapters 2 and 3. In the conventional method (Equation 2.3), 
assumptions regarding the spectral responsivity and SPD are made that seem not 
fitting, resulting in significant spectral mismatches. Nevertheless, using this conven- 
tional method a practical accuracy is still within reach, as long as a careful photomet- 
ric calibration is conducted. In Chapter 3, two optimization criteria (Equations 3.5 
and 3.7) were proposed to limit the spectral mismatch, using an alternative approach 
to calculate the luminance according to the floating point RGB values. Using two 
cameras, with different spectral responsivities, and three illuminants; LED, halogen 
and fluorescent, the validity of the proposed optimizations was tested both theoret- 
ically and practically. Although the results of the theoretical models and empirical 
data showed significantly different result, the results were considered promising. In 
the theoretical model, an increased performance was achieved for both camera types 
and all illuminants. The measurements only found an improved performance for the 
LEDs using both cameras and the fluorescent illuminant for one camera. However, 
the differences between the theoretical and practical work were attributed to method- 
ological issues as extensively discussed in Section 3.5. Therefore, it was concluded 
that this alternative method to determine the luminance resulted in an improved 
spectral match. 

It was hypothesized that the spectral mismatch of a luminance camera is largely 
dependent on the spectral responsivity and the SPD of the illuminant. Consequently, 
Chapter 4 assessed the performance of six alternative cameras relative to 205 SPDs 
using the theoretical model originating from Chapter 3. Using this model, the mea- 
surement errors were reduced to approximately 2% to 6%, relative to errors of 4% to 
17% for the conventional method. The error ranges indicate that the spectral respon- 
sivity of the camera has a significant effect on the measurement error. Moreover, the 
effect of the SPD was assessed based on the Correlated Color Temperature (CCT) 
and the Full Spectrum Index (FSI). Using the conventional method, the CCT and 
FSI were largely impacting the accuracy, continuous SPDs with a CCT close to 6500 
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K generally performed the best. However, for the optimized luminance calculation 
this dependency was reduced to a large extent, as an benefit of the improved spectral 
match. 

Alternatively, Chapter 4 applied the theoretical model to derive the melanopic 
radiance to assess the measurement performance for the Non-Image Forming (NIF) 
effects of light [184]. Some cameras were able to quantify the melanopic radiance 
relatively accurately. However, one of the cameras yielded average measurement 
errors exceeding 20%. Again, this indicates the large dependency on the spectral 
responsivity of the camera. 

 
10.2.2 Recommendations for continuous luminance distribu- 

tion measurements 
Luminance cameras, such as the Bee-Eye, can be suitable for implementation in 
lighting control systems. However, one has to take into account some practical is- 
sues that might hamper the actual implementation. Interference, privacy, and high 
computational costs are issues that need to be considered carefully when applying a 
luminance camera in the office environment for longer periods of time. Three prac- 
tical aspects were identified that relate to these issues: the spatial resolution, the 
temporal resolution and the measurement position. 

The spatial resolution, researched in Chapter 5, represents the horizontal and 
vertical width of an HDR image, in pixels, and relates to privacy and computational 
costs. A sufficiently low spatial resolution prevents face recognition and limits the 
ability to track persons and monitor their behavior. Moreover, a low spatial resolution 
drastically reduces the computational costs. Luminance distribution measurements 
were conducted both in the lab and in the field with a high initial spatial resolution. 
Both the lab and field study recommended a spatial resolution of 440 x 330 pixels 
for mean luminance measurements. With this resolution automated facial recogni- 
tion is practically prevented, while reducing the processing time, as indicator for the 
computational costs, to approximately 12 seconds. The maximum luminance, rele- 
vant for glare measurements, was not accurately measured using a reduced spatial 
resolution. It was estimated, in the lab, that a spatial resolution of approximately 
3000 x 2250 was required, which indicates that extremely high spatial resolutions are 
required for accurate glare measurements. Consequently, privacy intrusion and high 
computational costs cannot be prevented when measuring the maximum luminance 
accurately. Overall a spatial resolution in the range of 440 x 330 is advised, as various 
luminance-based metrics are based on the mean luminance. However, high complex- 
ity of the measured scene, indicated by high luminance gradients, might argue for a 
higher spatial resolution as it was found to impact the required spatial resolution. 

Analogous to the spatial resolution, the temporal resolution, representing the du- 
ration between two consecutive measurements, is relevant for privacy and the com- 
putational costs. Using Discrete Fourier Transforms (DFT), Chapter 6 aimed to 
propose a suitable temporal resolution for luminance distribution measurements. As 
a compromise between relevancy, privacy and computational costs the recommended 
temporal resolution contained 85% of the power of the original signal, which was con- 
sidered affordable for lighting control applications. In all cases, a temporal resolution 
equal to or shorter than 5 minutes was required to maintain 85% of the power of 
the original signal. Outdoor measurements required the highest temporal resolution, 
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approximately 2 minutes, because the sensor was not shielded by the built environ- 
ment. Moreover, the indoor measurements, with the electrical lighting switched on, 
required the lowest temporal resolution because the lighting added a constant com- 
ponent to the highly variable daylight. Naturally, the weather conditions were highly 
relevant. Intermediate sky conditions required the highest temporal resolution, while 
for overcast skies a temporal resolution greater than 1h generally sufficed. 

At last, the most suitable measurement position for long-term luminance distri- 
bution measurements was determined in Chapter 7. According to best practice, the 
luminance distribution is best measured from eye position representing the Field of 
View (FOV) of the user, which is, unfortunately, not feasible for long-term measure- 
ments because this will cause interference. Consequently, an alternative position was 
required. A pilot study (Section 7.2) indicated that ceiling-based luminance distri- 
bution measurements were a feasible solution for desktop luminance measurements. 
Therefore, in the first phase of Chapter 7, the most suitable ceiling-based measure- 
ment position was determined for the Desktop Luminance, Monitor Luminance, 40° 
Luminance Band (B40 Luminance) and the Retinal Illuminance, representing visual 
performance (2x), visual comfort and NIF effects, respectively. On average, a ceiling- 
based position above the aisle with a 20° angle relative to the ceiling achieved the 
highest agreement with the eye level measurements because the FOV and the angle 
of view showed large similarities. In the second phase of Chapter 7, the perfor- 
mance of this position was assessed. Using very basic commissioning (linear correc- 
tion model), the Desktop Luminance and the Monitor Luminance were approximated 
accurately with a Mean Absolute Percentage Error (MAPE) of 3.7% and 6.2%. The 
Retinal Illuminance required more extensive commissioning to achieve accurate re- 
sults (MAPE of 12.5%), while the B40 Luminance was not approximated accurately 
(MAPE > 20%). The B40 Luminance is thus not a suitable indicator for visual com- 
fort using ceiling-based measurements. Moreover, the uncertainty for each individual 
metric was illustrated as well for practical implementation. Preferably, surface-bound, 
non-transparent and predominantly diffuse, luminance-based metrics are used when 
applying a ceiling-based measurement position. In general, the correction model was 
essential to achieve accurate approximations. The translated luminance masks could 
be simplified, which is time saving, as long as they are corrected by these correction 
models. 

 
10.2.3 Application of the luminance distribution 
Chapter 8 describes an actual field study conducted using the recommendations of 
the previous chapters (e.g. a ceiling-based position). Two identical mock-up office 
environments, representing a lab and field condition, were monitored continuously for 
one week using the Bee-Eye with the objective to extract the relevant lighting quality 
aspects as proposed in Chapter 1. In the lab condition, state-of-the-art measurements 
were conducted, which provided a benchmark. The field condition was occupied by an 
office worker rendering high accuracy measurements unfeasible. The measurements 
showed that it is rather complex to approximate lighting quality using field measure- 
ments, relatively large differences were found compared to the benchmark. The Task 
Luminance and Daylight Ratio were measured with a substantial agreement accord- 
ing to Lin’s Concordance Correlation Coefficient [176], moreover, the difference with 
the benchmark was not statistically significant. The Task/Adjacent/Background 
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Ratio and the Daylight Variability achieved a moderate agreement with the bench- 
mark. The remaining lighting quality aspects; Uniformity, Daylight Glare Probability 
(DGP) and, the Vector to Scalar Ratio generally performed poorly, having either a 
low precision or low accuracy (Table 8.7). Systematical errors were mainly intro- 
duced by the limitations of field measurements such as an alternative, ceiling-based, 
measurement position. However, there were also random errors, which were mainly 
caused by the office worker obstructing certain areas of the camera’s FOV. Due to 
movements, the office worker adds a highly variable and irregular unknown compo- 
nent to the luminance distribution, which is not easily accounted for. 

Finally, the Bee-Eye was implemented, as a proof of principle, in two alternative 
luminance-based lighting control systems using DALI, in Chapter 9. Both algorithms 
aimed to achieve a desktop illuminance between 750 and 1000 lx assuming a Lamber- 
tian desktop surface. The performance was assessed based on two Eltek photometers 
positioned on the desktop surface. The first algorithm applied proportional control 
to determine the appropriate dimming levels. The second algorithm administered the 
most suitable predefined scene. In general, the basic algorithm 2 outperformed the 
more complex algorithm 1, it exceeded the target illuminance less often, it provided 
a higher uniformity and saved more energy. Algorithm 1, theoretically more accurate 
than algorithm 2, exhibited oscillations around the target illuminance, a well known 
artefact of proportional control, which is only prevented by extensive commission- 
ing. This proof of concept showed the feasibility of luminance-based lighting control, 
although extensive commissioning is required analogous to existing lighting control 
systems. However, the luminance camera is much more versatile than the commonly 
applied photo-sensor because of its spatially resolved data. Consequently, numerous 
lighting quality aspects can be extracted while other functionalities can be added as 
well (Section 10.5). 

 

10.3 Strengths and weaknesses 
 

10.3.1 Strengths 
This thesis aimed to pave the road for practical application of luminance cameras 
for lighting quality control, which is a process covering multiple research directions, 
instead of a confined focus on a narrow research area. Consequently, a wide range 
of activities was conducted in this research, which is also illustrated in Figure 10.1. 
Already in Chapter 2, prototyping and programming was required to develop a lu- 
minance camera, which was subsequently tested using measurements. Moreover, 
theoretical models were applied to improve the spectral match in Chapters 3 and 
4, which were validated by lab measurements. Lab measurements were extensively 
conducted for Chapters 5 to 8, while Chapter 5 and 8 also contained extensive field 
studies, which were analyzed using statistical tests, DFT and, estimation evaluations. 
Finally, a luminance-based lighting control system was employed that required pro- 
totyping and measurements as well. 

 
As the research presented in this thesis was focused on practical implementation, 

a large part of the thesis can be applied directly to other research. For instance, the 
luminance camera developed in Chapter 2 can be used by research looking into human 
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factors in lighting. Or, the experiences and findings of the field study in Chapter 8 
can help other researchers design their field studies more accurately. Additionally, 
the lab studies were designed such that they mimicked real office scenarios with the 
objective to be applicable for real office scenarios. 

Often, research has a more fundamental approach, which is typically not directly 
applicable. Therefore, this thesis can be considered a valuable contribution as it 
really focuses on helping the scientific community to proceed research in the field 
of luminance measurements, lighting quality and lighting control. Nevertheless, the 
fundamental approach is relevant as well. Therefore, Chapters 3 and 4 were based on 
more fundamental research, mainly utilizing models instead of long-term measure- 
ments. Consequently, actual implementation of this knowledge is still slightly further 
away. 

 
An important strength of this thesis is the amount of data on which this research 

is based. Due to the practical and automated Bee-Eyes, of which in total 6 were 
employed, we were able to conduct multiple measurements with relatively little effort. 
Over 15,000 luminance distribution measurements have been captured, and most of 
them have been analyzed as well. An advantage of a camera system like this is that 
it does not contain a mechanical shutter that breaks down after a certain number 
of clicks (typically in the order of 100,000). This mitigated the risk of conducting 
numerous measurements. 

By using large data sets, we were able to account for variable conditions. Mea- 
surements have been conducted during different weather types, different seasons and 
different office types. However, even a higher number of conditions are, naturally, 
still lacking. Due to the high number of measurements, the focus in Chapter 5 and 
8 was on the effect size instead of the p-value, as it tends to go to zero quickly for 
large sample sizes [206]. 

Following the previous point, interpretation of the results requires a careful at- 
titude because there are no interpretation concepts that are simultaneously simple, 
intuitive, correct and foolproof [258]. Consequently, during our studies, we aimed to 
interpret the results using two interpretation concepts to achieve a robust assessment. 
For instance, in Chapter 3 the student t-test as well as Lin’s Concordance Correla- 
tion Coefficient were utilized to assess whether the optimization criteria achieved an 
improved accuracy both for the theoretical models and the measurements. In Chap- 
ter 7, the MAPE was used to indicate the relevancy of ceiling-based measurements. 
However, the measurement uncertainty was employed as well, because this has a more 
practical application compared to the MAPE. 

 
This thesis showed that it is feasible to develop a practical system that is capa- 

ble of providing relevant input on lighting quality, which, subsequently can be used 
in lighting control systems based on components with a cost of approximately 100 
Euros. Starting from Chapter 2, the objective was to maintain low costs in order 
to end up with a feasible system. Consequently, a Raspberry Pi camera was used 
instead of a probably more accurate DSLR camera. Additionally, the spectral match 
was digitally tuned instead of applying optical filters to improve the spectral match. 
Obviously, these considerations do have an effect, which we aimed to illustrate in 
Chapter 8. Chapter 8 concluded that not all lighting quality aspects can be mea- 
sured accurately during a field study, which is not necessarily solved by applying 
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more expensive components. The limitations to it being a field study were mainly 
normative. Consequently, the quality of the components is expected to attribute only 
a minor improvement for these type of field studies. 

 
10.3.2 Weaknesses 
Based on the literature review conducted in Chapter 1, we proposed to quantify 
lighting quality using seven variable lighting quality aspects. Although these seven 
aspects were collected using a systematic approach, there is no guarantee that these 
aspects are complete or that they are all equally relevant. Using their occurrence in 
literature, we were able to put some weight on the individual lighting quality aspects 
but this does not necessarily align with their actual relevance. We believe that this 
indirect method, considering lighting quality a construct, is more suitable than a 
direct quantification of lighting quality which has already failed quite often (Section 
1.4). Validation of quantifying lighting quality using these variable aspects was out- 
side the scope of this thesis. Except the SPD and the associated CCT, which are 
also highly relevant, the variable lighting quality aspects were all measurable by the 
luminance distribution. This does not alter the fact that the luminance distribution 
is a very suitable tool for comprehensive measurements of the lit environment even 
though it is not able to extract the SPD. 

 
The Bee-Eye was developed using a Raspberry Pi single-board computer, Rasp- 

berry Pi camera board and a miniature fisheye lens, which were all very suitable for 
prototyping but have their limitations. The approachable Raspberry Pi single-board 
computer, using a NOOBS operating system, was capable of carrying out the assigned 
task. However, a wide range of functionalities were present that were irrelevant for 
this specific application. Consequently, the device could have been more compact or 
quicker in processing. 

The Raspberry Pi camera was easily connected to the Raspberry Pi single-board 
computer but had several limitations. Firstly, the spectral responsivity of the camera 
was not able to achieve a high spectral match (37%). For instance, Cam 6 in Chapter 
4, which was also a miniature camera, might have been much more suitable as it could 
achieve a spectral mismatch of only 16%. Additionally, the focal length and aspect 
ratio were fixed, and the fisheye projection was not captured for the full 100% as 
was illustrated in Figure 2.7. Moreover, the highest exposure value (EV = 18.8) was 
not sufficient for this application, it still resulted in over-saturation for very bright 
conditions. Most likely, similar cameras will not (distinctively) exceed this exposure 
value. Consequently, a neutral density filter is likely to be required. However, the 
Raspberry Pi camera does not have a dedicated slot for such a filter like a DSLR 
camera. Alternatively highly specialized logarithmic response cameras might offer a, 
more expensive, solution as it does not exhibit any saturation like the integration 
sensors applied in this study. 

The fisheye lens, currently not available anymore, provided a FOV slightly larger 
than 180°. A range of miniature fisheye lenses was assessed. Except for the applied 
fisheye lens, the performance in combination with the Raspberry Pi camera board 
was generally poor. Attaching the lens was only feasible with a make-do solution 
which might have introduced slight differences between cameras. 

There is a wide range of alternative hardware components. For instance the 
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NVIDIA Jetson Nano [259] ( $100) is a powerful single-board computer especially 
designed for heavy image processing that would have been very suitable for the pro- 
cessing of the HDR images. As a cheaper (< $10) and more compact alternative, the 
ESP32-CAM [260], which is a stand alone camera board, could have been considered. 
Additionally, Chapter 4 indicated that it is relevant to select the camera based on its 
spectral responsivity, which is likely decisive for the measurement capabilities. 

 
This thesis mainly focused on the technological and practical challenges related 

to continuous luminance distribution measurements in office environments. However, 
the office worker is potentially standing in-between actual implementation. First, 
office workers might not tolerate such a camera-based system in their office environ- 
ment. Moreover, office workers are an unpredictable, but essential, component of the 
office environment potentially inflicting the luminance distribution measurements, 
which was already mentioned in Chapter 8. 

To assess the tolerance of office workers related to camera-based systems, such 
as the Bee-Eye, being implemented in the office environment a survey was conducted 
among 34 students at Eindhoven University of Technology. These students represent 
the next generation of office workers that might have to deal with these kind of 
high-tech systems actually being implemented in the office environment. 

The survey addressed their sentiment towards a camera-based system in the office 
environment in relation to the often applied occupancy sensors (both indicated in 
Figure 10.2), but also in relation to potential (dis)comfort. Additionally, their general 
view on privacy was assessed. 

 

Figure 10.2: The camera based system and the occupancy sensor as referred to in the 
questionnaire. 

 
The results showed that 50% of the students were either suspicious or uncomfort- 

able due to an unknown camera sensor in their office environment, compared to only 
6% that were suspicious about an occupancy sensor. 98% of the students had experi- 
enced annoyance due to automatic lighting or automatic blind systems, of which 46% 
experienced it on a regular basis. Consequently, only 18% of the students felt suspi- 
cious when the same camera sensor, that was given to provide high quality lighting 
in an automated fashion, was applied in their office environment. This corresponds 
to the fact that 85% of the students rate comfort above privacy, which, in fact, did 
not generally concern the majority (65%). 

The results of the questionnaire show that awareness is essential. If a luminance 
camera is applied in an office environment without further feedback, office workers 
are inclined to not tolerate this, potentially even resulting in sabotage of the lumi- 
nance camera [20]. A noticeable comfortably lit environment, due to the luminance 
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camera, might already provide sufficient feedback, it gives a ‘return on investment’. 
Alternatively, when effects are very subtle, it is essential to inform the office worker 
about the characteristics and functionalities of the luminance camera. 

These aforementioned measures do not dispense that the General Data Protection 
Regulation (GDPR) can be neglected. The HDR images potentially contain personal 
data which should be protected at all costs. Nevertheless, the solution is straight- 
forward: First, the spatial resolution of the HDR images can be reduced to a point 
that no personal data is captured (Chapter 5), which is relevant mainly for research 
applications. Secondly, image processing can be executed locally at the camera sensor 
when applied in a lighting control system, which turns the luminance camera into 
a smart sensor. Consequently, only relevant luminance-based metrics, which do not 
contain any privacy sensitive data, need to be shared with other components within 
the system. 

 
Empirical data, originating from Chapter 8, showed that the relevant lighting 

quality aspects were not all measured accurately in a simultaneous fashion. The 
Uniformity, DGP and Vector to Scalar Ratio representing the distribution of light, 
glare and the directionality of light, respectively, showed very limited agreement with 
the benchmark. Additionally, the Bee-Eye was not able to measure the SPD at all. 
Due to the ambiguity between monitoring relevant aspects and practical issues not all 
components can be satisfied during comprehensive lighting quality monitoring. For 

instance, the DGP and Vector to Scalar Ratio might benefit from a increased spatial 
resolution while the Uniformity might benefit from an alternative substitute position. 
However, this likely results in deterioration of other relevant aspects. Depending on 
the specific applications decisions might be different. Nevertheless, this thesis reveals 
a number of relevant considerations attributed to the luminance distribution and how 
they can be dealt with in context of lighting control systems for high quality lighting. 

Alternatively, additional monitoring devices might offer a solution to perform 
more accurate monitoring. A small luminance mapping device dedicated to, for in- 
stance, DGP measurements might improve to overall accuracy of the lighting quality 
measurements. However, this negatively impacts the costs and complexity of such an 
control system. 

 
It is feasible to control the electrical lighting based on input gathered by a lumi- 

nance camera as indicated in Chapter 9. However, it is not straightforward. First, 
the luminance camera needs to be connected to the lighting control system. In Chap- 
ter 9, WiFi was used to connect the luminance camera to the control module, which, 
subsequently, translated the command to DALI. Preferably, a ‘plug and play’ like 
system is used, for instance based on Zigbee [261]. However, a considerable amount 
of effort is required to achieve this, which was outside the scope of this thesis as this 
is more a software technological challenge. 

Another complexity related to implementation is the commissioning. Chapters 7, 
8, and 9 indicate that commissioning is essential to achieve reliable results. Using a 
methodology analogous to Chapters 7 and 8 is time consuming as it contains mainly 
manual labor. Further development to automate the commissioning phase to a large 
extent is essential as well to make actual implementation feasible. 
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Overall, the Bee-Eye is able to provide relevant input on lighting quality. How- 
ever, there are a number of lighting quality aspects that are not accurately measured 
yet, while the measurement plan utilized in Chapter 8 was carefully designed. Even 
with extensive commissioning and additional correction models significant errors were 
introduced. Consequently, one might argue whether the Bee-Eye is the solution to 
provide relevant input for lighting control systems. In theory, devices like the Bee-Eye 
are excellent for this application. Practice showed us, however, that it is not straight- 
forward. These system require significant effort to extract relevant information on 
a number of lighting quality aspects. Extra intelligence and automation is essential; 
without this there are still too many complications that prevent further market pen- 
etration. However, the versatility of the Bee-Eye should be emphasized, which is 
elaborated in Section 10.5. Other methods, such as person-bound measurements [3], 
location-bound estimations [3] or real-time simulations [140] might offer alternative 
solutions to extract relevant input for lighting control systems. However, multiple 
limitations are associated to these solutions as well. Consequently, to complete the 
journey towards high quality lighting, it is essential that research goes forward on all 
these potential measurement solutions. 

 

10.4 Tips & tricks for luminance-based lighting 
control 

10.4.1 Groundwork 
Luminance-based lighting control can be a suitable means to achieve high quality 
lighting in the office environment. Before designing and implementing such a system, 
it is essential to assess the acceptance by the office workers that are occupying the 
respective office. If large objections are raised by certain office workers a lot of effort 
can be saved. During this assessment the ‘return on investment’ should be clear for 
the office workers. 

Depending on the intended application the luminance-based metrics that need 
to be measured should be selected in advance. Except the SPD, all relevant lighting 
aspects, according to our literature review, can be quantified using the luminance 
distribution. However, the Uniformity, DGP and Vector to Scalar Ratio are not 
easily measured accurately in the field. Additional accommodations are required for 
these specific luminance-based metrics, which is further referred to in Sections 10.5 
and 10.6. Moreover, it is advisable to use luminance-based metrics that are strictly 
bounded by a, preferably diffuse and non-transparent, surface such as the Desktop 
Luminance instead of, for instance, the more complex B40 Luminance. 

 
10.4.2 The luminance camera 
When developing a luminance camera, suitable hardware (Camera, Fisheye lens, and 
a computational unit) needs to be selected. Most important are the flexibility and the 
range of the system, which should all be programmable. HDR imaging to capture the 
luminance distribution requires different capabilities than making a beautiful picture. 
A Raspberry Pi based system is convenient, but not necessarily the most suitable. 
For instance, the NVIDIA Jetson Nano is expected to be very suitable. A logarithmic 
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response camera might also be suitable as it does not saturate under extremely bright 
conditions. 

Subsequently, the luminance can be determined in multiple ways utilizing the 
floating point RGB values originating from the HDR image. The HDR images are 
preferably formed using hdrgen and contain a camera specific response curve [46]. 
One could apply the conventional method to determine the luminance (Equation 2.3), 
but dependent on the camera, this can lead to significant spectral mismatches. It is 
advised to optimize the luminance calculation depending on the spectral responsivity 
of the camera and the SPD of the light source. The spectral responsivity has the 
largest effect on the spectral match, and is preferably measured (by third parties). 
Alternatively, it can be extracted from data sheets. The SPD can be implemented as 
well to further improve the spectral match, however, it is less straightforward because 
the SPD is generally variable by nature. 

Currently available cameras are able to capture a high spatial resolution, which is 
not necessarily required for luminance distribution measurements. If surface bound 
luminance-based metrics are measured, the spatial resolution can be reduced to ap- 
proximately 440 x 330 pixels. Consequently, the privacy sensitive content and com- 
putational costs can be reduced drastically. However, if large luminance gradients 
are expected on the relevant surfaces, it is advised to increase the spatial resolution 
to a certain extent. Additionally, it should be prevented that luminance masks are 
comprised by only a few pixels. For glare measurements the spatial resolution is a 
complex issue. Chapter 5 showed that very high spatial resolutions are required for 
measurements of the maximum luminance, which is highly relevant for glare measure- 
ments, resulting in very high computational costs. On the other hand, the essential 
evalglare software requires a spatial resolution below 1200 x 1200 pixels to determine 
glare. For further assistance one could use the Spatial Resolution Toolbox originating 
from Chapter 5 [208]. 

The suitable temporal resolution is a bit more easy to determine. Chapter 6 
showed that a very short interval is not necessarily required. With a temporal res- 
olution of approximately 5 minutes most relevant data is still captured. Chapter 8 
validated these findings. Nevertheless, if there are no constraints it can be sensible 
to increase the temporal resolution to achieve a quickly responding system. 

An important consideration relates to where in the system the calculations are 
conducted. If the calculations are conducted locally on the camera system significant 
computational power is required. However, if all calculations are conducted in the 
cloud or on an external PC, the camera can be rather lightweight. Consequently, this 
consideration relates to the hardware that is required. Moreover, if calculations are 
conducted locally, privacy issues are largely prevented, which might allow a higher 
spatial and temporal resolution. 

Finally, one could consider to add smart solutions to the camera system, which 
can add applications to the luminance camera and can improve the accuracy of the 
camera as well. A number of these smart solutions are elaborated in Sections 10.5 
and 10.6. 
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10.4.3 Commissioning 
During the commissioning phase, four distinct tasks can be distinguished: 

 
• photometric calibration of the luminance camera; 
• selection of the measurement position; 
• development of the luminance masks; 
• development of correction models for an alternative measurement position. 

It is advised to always perform a photometric calibration when installing a lumi- 
nance camera. This can either be a luminance-based or illuminance-based calibration 
[262]. Perform this calibration several times for conditions the luminance camera is 
to cover, at least make sure that different levels of brightness are captured. 

After calibration, the most suitable position can be selected. Preferably, lumi- 
nance distribution measurements are conducted from eye position, which is often not 
feasible as it will cause interference. This thesis suggested to use a ceiling-based po- 
sition above the aisle with a 20° angle relative to the ceiling. Using this position, one 
to four workstations can be monitored at once. 

Depending on the selected lighting quality aspects, luminance masks need to be 
developed. Make sure the camera is in the correct position, and capture a reference 
HDR image. Use software such as MATLAB or Photoshop to extract a luminance 
mask, which is a binary map in the spatial resolution of the reference HDR image. 
MATLAB provides a convenient point-and-click workflow using impoly. 

Lastly, correction models are required, when using an alternative measurement 
position, to translate the luminance-based metrics to relevant quantities in relation 
to the user. In other words, the alternative measurement position has to be related 
to the relevant eye level position. Preferably, an additional, but identical, luminance 
camera is used to conduct the relative measurements at eye level. If no additional 
camera is available, grey cards should be used to account for the potentially variable 
conditions [89]. At least two reference measurements are required to establish either a 
linear (Chapter 7) or a quadratic (Chapter 8) relation. Be careful that the conditions 
during these reference measurements are realistic and not too extreme in order to 
achieve a reliable correction model. Obviously, more reference measurements result 
in an increased reliability. Individual correction models are required for all relevant 
luminance-based metrics. Luminance-based metrics that are comprised of multiple 
luminance masks, such as the Desktop/Background Ratio, require a model for each 
individual luminance mask, direct fitting to the luminance-based metric was shown 
to perform poorly in such cases. 

 
10.4.4 Implementation 
Actual implementation in control systems was not extensively researched in this the- 
sis. Nevertheless, Chapter 9 performed a proof of concept study using DALI to 
control the electrical lighting based on luminance camera output, although blind 
control seems feasible as well. There is a wide range of communication protocols 
such as DALI and Zigbee that might be applicable for such systems. When an ex- 
isting control system is available, it is advised to apply this to the luminance camera 
as well. Moreover, it is advised to have bidirectional communication between the lu- 
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minance camera and the control system because the luminance camera might behave 
differently under varying conditions. 

 
10.4.5 Measuring 
When the system is running correctly, it requires maintenance. Therefore, the system 
needs to be checked on a regular basis. Aspects that need a regular check up are: 
whether the luminance camera is still running without generating error messages, 
whether the luminance camera still has an unobstructed view and whether the office 
environment has undergone changes. 

When error messages occur, it is advised to solve these directly, even when the 
system seems to be running normally. The errors might relate to a certain condition, 
such as extremely high luminance values compromising the performance, that might 
lead to a reduced performance at another time. 

Additionally, the FOV of the luminance camera should be validated. Firstly, dust 
might change the luminance distribution that is captured by the imaging sensor and 
should therefore be prevented. Secondly, make sure that the FOV is not obstructed. 
Obstruction can happen knowingly when the luminance camera is sabotaged by a 
user, for instance due to privacy concerns or due to a non-functioning control system. 
Moreover, unknowing obstructions are likely to occur, for instance, in the form of 
decorations or due to added system walls. 

Finally, if, for example, the office layout is altered following a re-organization, this 
needs to be taken into consideration by the luminance camera. One should prevent 
that too many workstations are monitored by a single luminance camera. Moreover, 
all luminance masks still need to cover the respective areas of interest. Misalignment 
between the relevant surfaces and luminance masks can have a severe impact on some 
luminance-based metrics such as the uniformity. 

 

10.5 Applications 

This thesis focused on extracting numerous relevant lighting quality aspects from 
the luminance distribution measured using the Bee-Eye luminance camera. Subse- 
quently, the output on the lighting quality aspects can be used to control the lighting 
accurately. However, camera-based systems like the Bee-Eye are suitable for a wide 
range of applications that potentially can be combined with its current functionality, 
which can result in a highly versatile but also economic sensor. 

 
10.5.1 OptiLight 
This research was part of the multidisciplinary ’OptiLight’ project, which aimed to 
develop a lighting control system that provides ’Human Centric Lighting’ based on 
mathematical optimizations [22]. The general structure of the proposed system is 
illustrated in Figure 10.3. Image Forming (IF) as well as Non-Image Forming (NIF) 
effects of light are considered to determine the most suitable lighting scenario, how- 
ever, their requirements do not necessarily align and might have complex interactions 
[263]. A digital sibling represents the central node of the system. It runs a parti- 
cle filter-based model of the human circadian rhythm [264] based on sensory data 
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representing the lit environment but also human processes. In this case, the lit envi- 
ronment is monitored by a Bee-Eye. More specifically, the retinal illuminance, which 
was measured from the ceiling in Chapter 7, is extracted as main driver of the hu- 
man circadian rhythm [265]. However, Chapter 7 showed that this metric is rather 
complex to measure using an alternative position. A neural network might be bet- 
ter able to extract reliable input on the retinal illuminance. Based on the sensory 
input, the digital sibling, representing a digital model of the real user, predicts the 
response of the user in real-time based on its internal clock. The viewing direction 
of the user is expected to be highly relevant [221], and is preferably integrated in 
the measurement as well. Additionally, alternative measurement solutions need to 
be developed to monitor the retinal illuminance, or alternative metrics, to drive the 
internal clock of the digital twin when the user is outside the office environment, for 
instance using smartwatches. According to the target response (e.g. alertness), the 
most suitable light setting is attributed to the lighting system. Obviously, these light 
scenarios should also provide a comfortably lit environment in addition to the target 
response. 

 

Figure 10.3: Schematic of the control system developed in the OptiLight project. 
 
 

10.5.2 Office Applications 
In addition to measuring lighting quality, there are multiple additional applications 
of the luminance camera that are suitable for office environments. A distinction 
can be made between applications using the image data and applications using the 
luminance data. 

A first but basic application of the imaging device can be a surveillance camera. 
Chapter 6 showed that only once in the 5 minutes a measurement is required, which 
takes approximately 12 seconds (Chapter 5). Consequently, there is a lot of time to 
spare where the camera sensor can be utilized as a surveillance camera. Especially 
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when applied to the ceiling, it provides a good overview of the office environment. 
Such a surveillance system can be real-time as it does not require HDR imaging. 

As an alternative, the camera can be utilized for occupancy sensing, which is gen- 
erally required in a lighting control system. By combining two relevant applications, 
the relative costs of the sensor can be reduced drastically. The occupancy rate can, 
for instance, be extracted by image recognition using machine learning, which needs 
to be adapted to fish-eye projections. Consecutively, occupancy data can be trans- 
lated to an occupancy heat map, which might be extremely relevant in the current 
1.5 meter economy associated to the COVID-19 crisis. Depending on the application 
the response time needs to be determined. It is, however, expected that for office 
applications a response time of five minutes suffices. 

Finally, the camera might be able to sense behavioral components, which could 
be relevant for lighting control systems. For instance, alertness of an office worker, 
roughly indicated by a camera system, might be very relevant for the system being 
developed in Section 10.5.1. It is feasible to extract posture of a person based on low 
resolution images. Posture might, subsequently, be related to behavioral components 
such as alertness. These applications that explicitly use image data, should carefully 
consider privacy. 

Additionally, there are potential applications related to lighting control that could 
utilize the luminance distribution, measured with the camera system. These appli- 
cations generally focus on specific components of the lit environment. 

Automated blind systems are infamous due to their movements at strange and 
undesired moments [19]. This is caused by inadequate sensing, often caused by using 
single photometers in an open loop topology. Using a luminance camera, the blinds 
can be controlled accurately to avoid glare, as glare is often decisive in regard to 
blind use, such a system was already validated by [194]. Nevertheless, Chapters 5 
and 8 showed difficulties measuring glare in real office scenarios while conducting 
comprehensive lighting quality measurements. A dedicated system might be able to 
overcome these issues. For instance, continuous glare estimations (e.g. simplified 
DGP [65]) can be calibrated by occasional (e.g. every 30 min) high resolution and 
high quality glare measurements. The occasional calibration is likely normative for 
the performance and it is largely impacted by the weather conditions. Additionally, 
more research is required related to the measurement position and spatial resolution 
in context to this specific use case. Moreover, some other potential applications are 
desktop illuminance control analogous to Chapter 9, wall luminance control [48], and 
directionality control related to NIF effects [229]. 

 
10.5.3 Home Applications 
In addition to the office, home applications are feasible as well. However, broad 
application is not expected. Mainly appreciators of home automation might be at- 
tracted to a system such as the Bee-Eye. For instance, luminance cameras might 
be employed with a Philips Hue system to create an even more immersive gaming 
or TV experience. Home applications are a complete new use case for the Bee-Eye. 
Consequently, it requires a different approach. For home applications an appealing 
design, easy installation and compatibility are essential, which were outside the scope 
of this research. 
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10.5.4 Research Applications 
The luminance camera developed in this thesis also has an application in research. 
The luminance is shown to be closely related to the visual perception of brightness 
[45]. Consequently, it is expected to be more suitable for research related to human 
factors in lighting than, for instance, the illuminance. The luminance distribution 
might be a means to finally find consensus regarding human preferences. Multiple 
studies already utilized the Bee-Eye to find preferred luminance ratios [266], to explore 
interaction of daylight and electrical light on subjective appraisals [233], train neural 
networks for daylight quality, and monitor the lit environment to assess spectral 
simulation software. Further research is required to find the most relevant luminance- 
based metrics in relation to human factors in lighting. Additionally, Chapters 5 to 7 
need to be translated to the specific application that is aimed for. 

Alternatively, Chapter 4 showed that besides the luminance the melanopic ra- 
diance can be measured as well, when the imaging system is spectrally tuned (e.g. 
Equation 3.5). Generally, it should be expected that the accuracy is lower compared 
to luminance measurements, as imaging devices aim to provide a visually pleasing 
image, which results in a high sensitivity in the range of the luminous sensitivity 
of the human eye. These findings still need to be validated by empirical data. In 
research related to NIF effects of light, the best practice is to measure all α-opic 
(ir)radiances [184] because it is not exactly clear yet how the human body is im- 
pacted by light. However, these individual measurements of the α-opics can be very 
time consuming. Using an HDR imaging device, the α-opics can be approximated in 
a spatially resolved fashion based on one single HDR image. 

 

10.6 Recommendations for future work 

This thesis utilized the luminance distribution as a means to provide input for lighting 
control systems and achieved significant progress. Nevertheless, there is still plenty 
of room for future work as already indicated in Section 10.3.2. Obviously, there is 
a need for conducting similar measurements, as conducted throughout this thesis, 
in different environments. For instance, an office environment with smaller windows 
and different orientation might be better able to approximate the lighting quality 
compared to the test case in Chapter 8. Additionally, human experience should be 
further accounted for. Firstly, to indicate the uncertainty caused by users during field 
measurements, should be elaborated more. Secondly, the sentiment of users towards 
such a luminance-based system should be assessed further. 

The work in Chapters 3 and 4 refers to unmixed and pure SPDs. In practice, 
the SPD will be a combination of the different illuminants of the respective measure- 
ment location, most likely, a variable combination of daylight and electrical light. 
Consequently, it is beneficial to estimate the illuminant based on camera readings to 
improve the accuracy of the spectral mismatch optimizations proposed in Chapter 3. 
It is suggested to develop a predefined set of SPDs, and their mixtures, that might 
occur at the respective measurement location. Using a methodology analogous to 
Tominaga et al. [181], one might be able to pick the most likely SPD from a discrete 
set. This methodology was able to calculate color gamuts based on a range of Planck- 
ian radiators, subsequently, the color gamuts of the photographed scene were related 
to these predefined color gamuts to estimate the CCT. For this specific application, 
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the Planckian radiators would be replaced with the predefined set of SPDs. An es- 
timation of the SPD suffices because only negligible differences are expected for the 
RGB weighting factors between similar SPDs (Chapter 4). Relevant differences are 
only expected to occur between distinctively different SPDs such as daylight and fluo- 
rescent illuminants. Moreover, utilizing HDR images in such a system might improve 
the reliability of such an estimation algorithm. 

Chapter 8 showed that it is complex to approximate the lit environment according 
to the methodology proposed in this thesis. Photometric quantities are extracted 
from the luminance distribution, which, subsequently, are used to describe lighting 
quality. Performing a field study adds a considerable amount of uncertainty to the 
photometric quantities. It is suggested to directly relate the HDR image to lighting 
quality, by skipping a step the uncertainty might be reduced. A machine learning 
system is envisioned that links human input directly to the raw HDR image, for 
instance using a neural network [267, 268]. Using multiple inputs related to comfort, 
work performance and sleep quality, high quality lighting could be achieved after a 
certain training period. Nevertheless, a lot of training data is required to achieve a 
well functioning system. 

Finally, there are numerous software related challenges left. Firstly, the software 
of the Bee-Eye can be improved, increasing efficiency and accuracy. Related to the 
recommendations in Part II, alternatives can be proposed that use additional intel- 
ligence. For instance, the temporal resolution might have a dynamic character, only 
measuring when change in the lit environment has occurred. Similar strategies, such 
as image obfuscation [269], can be composed for the spatial resolution. The relation 
between the ceiling-based and eye level measurements might be improved by more 
elaborate correction models or even neural networks. Finally, actual implementation 
was only considered in Chapter 9, commissioning and implementation to a function- 
ing control system is not straightforward yet. A certain amount of automation is 
required to limit the manual labor during the commissioning phase. Moreover, trans- 
lation of the luminance-based metrics to interpretable definitions according to often 
used communication protocols is essential to achieve a ‘plug and play’ sensor that is 
easy to implement. 

 

10.7 Conclusion 

In current practice, the quality of the lit environment is generally subordinate to 
reducing energy consumption. However, with wages representing the majority of 
operational costs, enhancing the user comfort can be considered a more efficient, and 
ethically correct, strategy. Due to the complex character and interaction effects of 
lighting, control systems are required. Nevertheless, these control systems are not 
up to this task yet because of faulty sensory input and inability to consider lighting 
quality holistically. 

Consequently, accurate sensory input on lighting quality is required, which was 
subject to this research. Based on an extensive literature review, lighting quality was 
indirectly indicated based on seven individual and variable lighting quality aspects. 
Six out the seven lighting quality aspects were measurable, in a continuous fashion, 
using one single device, namely, a luminance distribution measurement device. Even 
though these systems can have severe spectral mismatches, which can be corrected to 
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a certain extent, relevant data on the luminous conditions can be extracted as long 
as a careful calibration is conducted. 

During this research, the luminance distribution was measured using the Bee- 
Eye, a practical and autonomous luminance distribution measurement device. For 
application in real office conditions of such a sensor the best practice in luminance 
measurements can often not be executed because of interference, privacy and high 
computational costs. This thesis proposed recommendations to deal with these issues 
based on the spatial resolution, temporal resolution and the measurement position. 
Nevertheless, lighting quality measurements, using luminance distribution measure- 
ment devices, in living office environments remain difficult. Systematic errors will 
occur due to deviations of the best practice in addition to random errors caused by 
the office workers occupying the office environment. 

Nevertheless, implementation of the Bee-Eye in lighting control systems is tech- 
nologically feasible but extensive commissioning is required to wind up with an ac- 
ceptable control system. However, photo sensors applied in existing control systems 
also require extensive commissioning but do not have the versatile character that the 
Bee-Eye has. Using software development, the Bee-Eye sensor can be made more ef- 
ficient and accurate than tested in this thesis, which is essential if market penetration 
is persecuted. For instance, commissioning might be automated to a large extent. 
Hence, the hypothesis is partly met; the luminance distribution is suitable to provide 
input for lighting control systems aiming to provide high quality lighting. However, 
the application of the luminance distribution in practice is not straightforward and 
requires more research. Concluding, the first steps towards a lighting control system 
that provides high quality lighting are made, but the journey is not completed yet. 
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[80] Viénot F, Durand ML, Mahler E.  Kruithof’s rule revisited using LED illumi- 

nation. Journal of Modern Optics. 2009 7;56(13):1433–1446. Available from: 
http://www.tandfonline.com/doi/abs/10.1080/09500340903151278. 

 
[81] Dikel EE, Burns GJ, Veitch JA, Mancini S, Newsham GR. Preferred Chro- 

maticity of Color-Tunable LED Lighting. LEUKOS. 2014 4;10(2):101–115. 
Available from: http://www.tandfonline.com/doi/abs/10.1080/15502724.2013. 
855614. 

 
[82] McCamy CS. Correlated color temperature as an explicit function of chromatic- 

ity coordinates. Color Research & Application. 1992 4;17(2):142–144. Available 
from: http://doi.wiley.com/10.1002/col.5080170211. 

 
[83] Robertson AR. Computation of Correlated Color Temperature and Dis- 

tribution Temperature. Journal of the Optical Society of America. 1968 
11;58(11):1528. Available from: https://www.osapublishing.org/abstract.cfm? 
URI=josa-58-11-1528. 

 
[84] Hernández-Andrés J, Lee RL, Romero J.  Calculating correlated color temper- 

atures across the entire gamut of daylight and skylight chromaticities. Applied 
Optics. 1999 9;38(27):5703. Available from: https://www.osapublishing.org/ 
abstract.cfm?URI=ao-38-27-5703. 

 
[85] Gardner JL. Correlated colour temperature-uncertainty and estimation. 

Metrologia. 2000;37(5). Available from: http://iopscience.iop.org/article/10. 
1088/0026-1394/37/5/8/meta. 

 
[86] Li C, Cui G, Melgosa M, Ruan X, Zhang Y, Ma L, et al. Accurate 

method for computing correlated color temperature. Optics Express. 2016 
6;24(13):14066. Available from: https://www.osapublishing.org/abstract.cfm? 
URI=oe-24-13-14066. 

https://linkinghub.elsevier.com/retrieve/pii/S036013230500452X
https://linkinghub.elsevier.com/retrieve/pii/S036013230500452X
https://linkinghub.elsevier.com/retrieve/pii/S0272494414000425
http://journals.sagepub.com/doi/pdf/10.1177/1477153515571784
https://www.tandfonline.com/doi/full/10.1080/15502724.2016.1159137
https://www.tandfonline.com/doi/full/10.1080/15502724.2016.1159137
http://www.tandfonline.com/doi/abs/10.1080/09500340903151278
http://www.tandfonline.com/doi/abs/10.1080/15502724.2013.855614
http://www.tandfonline.com/doi/abs/10.1080/15502724.2013.855614
http://doi.wiley.com/10.1002/col.5080170211
https://www.osapublishing.org/abstract.cfm?URI=josa-58-11-1528
https://www.osapublishing.org/abstract.cfm?URI=josa-58-11-1528
https://www.osapublishing.org/abstract.cfm?URI=ao-38-27-5703
https://www.osapublishing.org/abstract.cfm?URI=ao-38-27-5703
http://iopscience.iop.org/article/10.1088/0026-1394/37/5/8/meta
http://iopscience.iop.org/article/10.1088/0026-1394/37/5/8/meta
https://www.osapublishing.org/abstract.cfm?URI=oe-24-13-14066
https://www.osapublishing.org/abstract.cfm?URI=oe-24-13-14066


References 

204 

 

 

 
 

[87] Konica Minolta. Chroma Meter CL -200A E; 2010. Available from: 
https://www.konicaminolta.com/instruments/download/catalog/light/pdf/ 
cl200a catalog eng.pdf. 

[88] Tominaga S, Wandell BA. Natural scene-illuminant estimation using the sensor 
correlation. Proceedings of the IEEE. 2002;90(1):42–56. Available from: http: 
//ieeexplore.ieee.org/document/982404/. 

 
[89] Dubois MC, Gentile N, Naves David Amorim C, Geisler-Moroder D, Jakobiak 

R, Matusiak B, et al. Monitoring protocol for lighting and daylighting retrofits: 
A Technical Report of Subtask D (Case Studies), T50.D3; 2016. 

[90] Bodrogi P, Brückner S, Khanh TQ.  Dimensions of light source colour quality. 
In: Conference on Colour in Graphics, Imaging, and Vision; 2010. p. 155–159. 

[91] Davis W, Ohno Y. Color quality scale. Optical Engineering. 2010;49(3). 
 

[92] Guo X, Houser KW. A review of colour rendering indices and their ap- 
plication to commercial light sources. Lighting Research and Technology. 
2004;36(3):183–199. Available from: http://journals.sagepub.com/doi/pdf/10. 
1191/1365782804li112oa. 

[93] Houser KW, Wei M, David A, Krames MR, Shen XS. Review of 
measures for light-source color rendition and considerations for a two- 
measure system for characterizing color rendition. Optics Express. 
2013;21(8). Available from: https://www.osapublishing.org/DirectPDFAccess/ 
2C63CBEB-B681-1C68-F5A66FF6DFB15922 252930/oe-21-8-10393.pdf?da= 
1&id=252930&seq=0&mobile=no. 

[94] CIE. Method of measuring and specifying color rendering properties of light 
sources. Vienna, Austria; 1995. 

[95] Judd DB. A Flattery Index for Artifical Illuminants. Illuminating Engineering. 
1967;62(10). 

[96] Thornton WA. A Validation of the Color-Preference Index. Journal of the 
Illuminating Engineering Society. 1974 10;4(1):48–52. Available from: http: 
//www.tandfonline.com/doi/abs/10.1080/00994480.1974.10732288. 

 
[97] Thornton WA. Color-Discrimination Index. Journal of the Optical Society of 

America. 1972 2;62(2):191. Available from: https://www.osapublishing.org/ 
abstract.cfm?URI=josa-62-2-191. 

[98] Xu H. Colour rendering capacity and luminous efficiency of a spectrum. Light- 
ing Research and Technology. 1993;25(3):131–132. 

[99] Pointer MR. Measuring colour rendering - A new approach. Lighting Research 
and Technology. 1986;18(4):175–184. 

[100] Hashimoto K, Yano T, Shimizu M, Nayatani Y. New Method for Specifying 
Color-Rendering Properties of Light Sources Based on Feeling of Contrast. 
Color Research & Application. 2007;32(5). 

https://www.konicaminolta.com/instruments/download/catalog/light/pdf/cl200a_catalog_eng.pdf
https://www.konicaminolta.com/instruments/download/catalog/light/pdf/cl200a_catalog_eng.pdf
http://ieeexplore.ieee.org/document/982404/
http://ieeexplore.ieee.org/document/982404/
http://journals.sagepub.com/doi/pdf/10.1191/1365782804li112oa
http://journals.sagepub.com/doi/pdf/10.1191/1365782804li112oa
https://www.osapublishing.org/DirectPDFAccess/2C63CBEB-B681-1C68-F5A66FF6DFB15922_252930/oe-21-8-10393.pdf?da=1&id=252930&seq=0&mobile=no
https://www.osapublishing.org/DirectPDFAccess/2C63CBEB-B681-1C68-F5A66FF6DFB15922_252930/oe-21-8-10393.pdf?da=1&id=252930&seq=0&mobile=no
https://www.osapublishing.org/DirectPDFAccess/2C63CBEB-B681-1C68-F5A66FF6DFB15922_252930/oe-21-8-10393.pdf?da=1&id=252930&seq=0&mobile=no
http://www.tandfonline.com/doi/abs/10.1080/00994480.1974.10732288
http://www.tandfonline.com/doi/abs/10.1080/00994480.1974.10732288
https://www.osapublishing.org/abstract.cfm?URI=josa-62-2-191
https://www.osapublishing.org/abstract.cfm?URI=josa-62-2-191


References 

205 

 

 

 
 

[101] Smet KAG, Ryckaert WR, Pointer MR, Deconinck G, Hanselaer P. Memory 
colours and colour quality evaluation of conventional and solid-state lamps. 
Optics Express. 2010;18(25). Available from: https://doi.org/10.1364/OE.18. 
026229. 
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In this thesis, a luminance camera, called the Bee-Eye, was 
developed using low cost components utilizing the High 
Dynamic Range technology. This practical device was able to 
autonomously measure a range of variable lighting quality 
aspects in a continuous fashion, which is essential for lighting 
control systems that aim to provide high quality lighting. 
Additionally, the Bee-Eye can be considered a versatile sensor 
that is able to combine multiple functionalities. 

 
A practical accuracy was achieved for the Bee-Eye, when the 
luminance was determined according to the conventional 
method. The accuracy was improved by limiting the spectral 
mismatch, which includes the spectral responsivity and the 
spectral power distribution of the illuminant in the calculation. 

 
Additionally it is a complex task to measure the luminance 
distribution continuously in real office environments. 
Comparative measurements showed that some lighting quality 
aspects were not accurately measured in a real office 
environment, both methodological and random errors were 
introduced compared to the benchmark. The methodological 
errors were mainly caused by a reduced spatial and temporal 
resolution in combination with an alternative, ceiling-based, 
measurement position, which were validated measures applied 
to prevent privacy intrusion, high computational cost and 
interference with office activities. Additionally, the presence of 
users adds a highly irregular component by occasionally 
obstructing certain areas of the luminance distribution, resulting 
in random errors. 
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